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We perform a systematic study of the diffraction corrections (h*O) in the high-temperature range (kB T> 1 
Ry) for the pair correlation function of the one-component classical electron gas with a neutralizing 
background, up to the third-order in the plasma parameter A = e 2/ kB TAD' This program is achieved through 
the effective interaction V",( r) = (e 2/ r)(I- e -") with c - (thermal De Broglie wavelength)-l, allowing for a 
straightforward and tractable generalization of the one-component classical plasma model. The nodal 
expansion of the potential of average force is performed order-by-order with finite Mayer-Salpeter 
diagrams. The classical results of De Witt (second-order) and Cohen-Murphy (third-order) are recovered 
in the h-;() limit. The resummation to all orders of the bubble diagrams gives access to the short-range 
behavior of the pair correlation function, which is found similar with the Monte-Carlo results. 

I. INTRODUCTION 

It is a well-known fact that the diffraction effects due 
to the uncertainty principle are not negligible in the 
high-temperature electron gas, while the symmetry 
effects (Fermi statistics) may be safely ignored. 

More especially, the diffraction effects are the only 
quantum corrections of some importance to the equilib
rium properties of the classical one-component plasma 
with a neutralizing background when the Landau length 
e2/k BT becomes smaller than the electron thermal 
wavelength X= Ii/ (27Ttnek B T)I/2 with k B T > 1 Ry (T 
~ 135000 OK). As shown be De Witt, 1 it is possible to 
perform a direct approach to this problem through an 
exact quantum many-body calculation. However, as is 
often the case, this rigorous approach is not amenable 
to a complete treatment, in view of formidable com
putational difficulties. Fortunately, it is possible to go 
far enough along this way to obtain the first-order cor
rections in the quantum parameter y=K/AV=hw/kBT 
(wp = electron plasma frequency) to the expansion of the 
canonical free energy with respect to the classical 
plasma parameter A =e2/k B TAD • Therefore, taking 
these exact results as a starting point we are allowed 
to pay attention to another approach to the same prob
lem. This amounts to replacing the classical Coulomb 
interaction r-1 with the effective temperature-dependent 
interaction2 

1 
c=--

-12K ' 
(I. 1) 

This latter may be introduced in the nodal expansion3,4 
of the potential of average force 

W2(r) =k B Tlng2(r), g2(r) =pair correlation function, 

(1.2) 

with respect to A. Obviously, such an expansion is 
meaningful only for temperature and densities fulfilling 
the double inequality 

e2 

k T "'" ~ < AD, A"'" 1. 
B 

(I. 3) 

Although known for a long time5 and despite its ap
pealing Simplicity, Eq. (1. 1) has not been much con
sidered as a valuable tool for the computation of the 

1077 Journal of Mathematical Physics, Vol. 17, No.7, July 1976 

diffraction corrections to the thermodynamic properties 
of the electron gas taken as a collection of charged 
Boltzmann particles. It must be mentioned that it was 
used6 to investigate the first-order corrections in y to 
the free energy2. 3, 6 taken in the ring approximation. 
Moreover, the functional form (I. 1) has been mostly 
considered6 as an appropriate description for soft ex
tended charges used in electrolyte theory in the frame
work of the soft-sphere model [c - (average ion 
diametert1J. Apparently, this status has something in 
common with a lack of confidence in the capability of 
such a simple expression to quantitatively reproduce 
the diffraction effects. However, several completely4 
independent derivations reproduce the same effective 
interaction, while recent numerical studies have given 
additional support to it. Eq. (I, 1) provides an excellent 
approximation to the effective potential in the medium 
and high- temperature regime where the quantum effects 
arising from symmetry and diffraction may be safely 
decoupled from each other, so that the wavefunction of 
the interacting electron gas may be given the symmetry 
of the ideal fermion gas. The latter is negligible for 
kBT?:; 1 Ry, and we shall restrict ourselves to Boltz
mann statistics in the sequel. In Sec. II, a direct 
derivation of Eq. (I. 1) without spurious approximation 
due to Kelbg5 makes the above statements clear to the 
reader. With Sec. III, we develop the A-expansion of 
the pair correlation function and obtain the diffraction 
corrections for the classical Mayer-Salpeter graphs. 4 
The corresponding Debye interaction (first-order) 
retains the finite r = 0 behavior of Eq. (I. 1), so that the 
Fourier transform of any power of it is also finite. 
As a consequence, the nodal expansion may be pursued 
order- by- order to high- order without further short
range resummation of the Meeron graphs. 7 This feature 
appears as a very important one, for it allows the ef
fective interaction (1.1) to provide a straightforward 
and tractable generalization of the well-known one
component classical plasma model reached in the Pi 
- 0 limit. As a by-product, we obtain the possibility 
to completely visualize the structure of the nodal ex
pansion. This explains why we give peculiar attention 
to the third-order (Sec. N) where new qualitative fea
tures such as nonconvolution (Bridge) graphs appear for 
the first time. Such a study paves the way to a systema
tic investigation of the asymptotic behaviorS of g2(r), 

Copyright © 1976 American Institute of Physics 1077 



                                                                                                                                    

through a resummation to all orders of the appropriate 
diagrams. The canonical thermodynamic functions will 
be considered at length in another work. 9 

II. THE EFFECTIVE POTENTIAL 

The purpose of this section is to clarify the kind of 
assumptions underlying the derivation of the effective 
interaction (1.1). We are interested in a two-body in
teraction retaining the diffraction corrections ariSing 
from the uncertainty principle, i. e., we consider a gas 
of Boltzmann wavepackets and neglect Fermi statistics. 
Therefore, we restrict ourselves to a high-temperature 
plasma (k B T?-1 Ry), although as shown below, the ef
fective interaction (I. 1) remains a good approximation 
at lower temperatures. Among the various deriva
tions2

,10 of Eq. (1. 1), we choose the simpler one due to 
Kelbg. 5 It is based upon the familiar idea, gOing back 
to Wigner and Kirkwood and also considered by Dunn 
and Broyles, of approximating the two-body high-tem
perature Slater sum with a Gibbs expreSSion through 
the ansatz 

exp[ - f3(Ho + H')] = exp(- f3H') exp(- f3Ho)G, 
where 

1 N e2 
Ho = - ~ Pk, H' = ~ I ' 2me ~=1 1"'~(I .. N I r~ - r l 

(II. 1) 

(II. 2) 

and G is a measure of the noncommutativity of Hand H' 
in the small 13 = (k B T)"l range, given as a solution of the 
Bloch-like equation 

dG 
df3 = exp({3Ho)[Ho - exp({3H')Ho exp(- {3H')] exp(- f3Ho)G. 

(II. 3) 

Expanding the bracket with respect to 13, one gets a 
series stopping exactly after the second-order, i. e. , 

:~ = - exp( f3Ho) [f3[H f
, Ho] + ~2 [H', [H', Ho] ] 

X exp(- {3Ho)G. (II. 4) 

Restricting ourselves to the term linear in H', we 
have 

G = 1 + ~8 d~1 exp({31HO)H' exp(- f31HO) d{3t. 

which allows the density operator p = exp[{3(F - H)] 
(F= free energy, H = Ho + H'), to be given the form 

p exp(- f3F) = exp(- f3H) 

= exp(- {3H') exp(- f3Ho) + exp(- f3H') 

(II. 5) 

x [8 131 d~1 [exp(f31 - {3)H' exp(- (131 - f3)Ho)] 

xexp(- f3Ho)d{31' (II. 6) 

The Slater sum is realized in the coordinate repre
sentation r N 

= r1, r2, ... ,r N by 

(
27Tme )3N /2 ({3) 

= -h2{3 exp - -8 3 :0 eje, 
7T 1"'I(J"fN 

X J V.(k) exp[- ik· (r1 - r J )] dk, (II. 7) 

with 

1078 J. Math. Phys .• Vol. 17, No.7, July 1976 

= 47T (_ n
2

{3k
2

) F (! ~. n2
{3 k2) 

k2 exp 2m 1 1 2' 2' 4m 
e e 

(II. 8) 

in terms of the confluent hypergeometric function. The 
corresponding effective potential taking into account the 
diffraction effects is therefore given by the Fourier 
transform 

u.(r) = 2\ roO dk k sinkrVq(k) 
7T r Jo 

where ¢ (x) = (2/ vrr) f~ exp (- t~) dt. The interest of the 
present derivation lies in the absence of any ad hoc 
assumptions to reach Eq. (II. 9). However, this ex
pression is much too involved to be useful in a nodal 
expreSSion, 4,11 The diffraction corrections are mostly 
concentrated in the r - 0 limit where 

limu.(r) = 1/12:x., (II. 10) 
T ~o 

while at large r, uq(r) reduces to r-t, as it should. So, 
one is naturally lead to apprOXimate numerically Eq. 
(II. 9) with the simpler one-parameter function 

u(r) = [1- exp(- Cr)/r] , C = 1/121(, (II. 11) 

which deviates at most by two per cent from the exact 
expression (II. 9). Table I provides an accurate idea of 
the status of the effective interaction (I. 1). It must 
be kept in mind that a very small variation of c is able 
to produce important modifications in the thermo
dynamic functions. 1,9 Dunn and Broyles2 have also ob
tained an expression analogous to (II. 11) with c 
= (vrr.:x.>-1, which does not give as good an agreement 
with Vetef as does (II. 11). Moreover, their expres
sion has been derived as the T - ifJ limit of an involved 
quadrature through a Bloch-like equation but with 
additional assumptions such as the validity of the 
random phase approximation and the neglect of triple 
correlations which are difficult to assert. Isihara and 
Wtdati 10 also obtained Eq. (II. 9) as a first- order ap
proximation in an expression with respect to the inter
action in a more general formalism based upon the 
Montroll-Ward analysis of the partition function in the 
grand canonical ensemble. The interest of this ap
proach lies in the possibility of including the symmetry 
effects in a systematic way at lower temperatures, and 
also of improving these corrections through the inclu
sion of high order diffraction contributions, The pres
ent effort must be considered as a first step in a sys
tematic perturbative program devoted to the calcula
tion of quantum corrections for the high-temperature 
and nondegenerate classical electron gas, Worthy of 
note is that the first-order diffractive corrections keep 
the form (II. 9) for all T, while the symmetry zero and 
first- order contributions 
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TABLE I. Two particles effective potentials (in rydbergs) at T= 5x 104 , 106, and 104 oK. The distance r is in numbers of the Bohr 
radius ao. The last two columns give the numerical values for electrons with antiparallel and parallel spins respectively ob
tained by Barker (Ref. 12) through a numerical evaluation of the Slater sum. 

r Eq. (II. 9) Eq. (IT.ll) 

T= 5x104 OK 

0 1. 4079 1. 4079 
0.5 1. 2512 1.1868 
1 1.1005 1. 0108 

15 0.96082 0.8695 
2 0.8358 0.7553 
4 0.4946 0.47007 
6 0.3332 0.3284 

T= 106 OK 

0 6.2964 6.2964 
0.5 3.4991 3.1712 
1 1.9903 1. 9141 
1.5 1. 3333 1. 3215 
2 1.0000 0.9981 

T=107 OK 

0 19.9112 19.9112 
0.5 3.9999 3.9724 
1 2.0000 1. 9999 

V' (r) = fi e
2 

_ exp [_ 2.. (!)2 ] 
ee 4 r 21T -1( 

x r'" d~cf>(r~1/2/,f2{3) 
)0 w +~) 

(II. 12) 

are no longer negligible at lower temperatures. Al
though we do not intend to discuss the thermodynamic 
functions, it is yet still of interest to comment a little 
on the reliability of the effective interaction (II. 11) to 
reproduce the first exact diffraction corrections to the 
free energyl displayed in 

+ A2 [ln~ + (In3 + .f. _ !)] 
12 AD 2 2 . (II. 13) 

It is an easy matter to check out that both the ring sum 
and the virial methods yield the above dominant terms 
in the n - 0 limit, thus supporting the relevance of ex
pression (II. 11) in the near classical region, where the 
present analysis is mostly confined. 

Nevertheless, it appears possible to obtain a more 
accurate, effective interaction (especially in the r-~ 
range) through a Pade interpolation of the short-range 
results given in Ref. 10 with the asymptotic bare 
Coulomb interaction. This point will be examined in a 
forthcoming work. Finally, it must be appreciated that 
the best support provided to the one-parameter effec
tive interaction (1. 1) arises from the comparison shown 
in Table I with the two-body Slater sum for electrons 
with anti parallel spins. 12 

III. PAIR CORRELATION FUNCTION 

A. Introduction and first order 

The effective interaction (1. 1) is ideally suited to 
analyze the A-expansion of the potential of average 
force W2 (r). Its finite behavior at r = 0 allows for an 
order-by-order evaluation of the Mayer-Salpeter dia-
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2/r Vete~ Vete~ 

00 1. 3086 00 

4.0000 1.1317 1. 8631 
2.0000 0.9892 1. 3749 
1. 3333 0.8642 1.0863 
1. 0000 0.7572 0.8874 
0.50000 0.4721 0.4840 
0.3333 0.3278 0.3283 

00 6.3083 00 

4.0000 3.4160 6.6855 
2.0000 1.9724 2.1961 
1. 3333 1.3300 1.3342 
1.0000 0.9995 0.9995 

00 19.9486 00 

4.0000 3.9974 4.0200 
2.0000 2.0000 2.0000 

grams, 4,7,11 taking into account with the first approxi
mation the long- range resummation of the Coulomb tail, 
without worrying about the resummation of the short
range behavior at higher order (n>-o 3). We are thus 
allowed to proceed step-by-step along the lines of the 
perturbative expansion detailed in a recent work, 11 

where a similar situation was provided by the locally 
summable two-dimensional Coulomb potential itself. 
This explains why we skip the fundamentals of the 
formalism, and proceed directly with the calculations. 
The first-order approximation in A produces the long
range resummation of the bare interaction r-1 (1 _ e-cr) 

in the form 

(m.l) 

with 

a~= C
2

[ _ ( __ 4 )1/2J 
2 1 1 2 2 , 

C AD 

a~ = c
2 [1 + (1- _4_)1/2J CAD> 2, 

2 C2Ab' 

and p, the electron number density. The corresponding 
high-temperature quantity is 

e2 

W~(r) = r(l- 4/ C2Ab)1/2 [exp(- alr ) - exp(- a2r )], 

e2 

lim U1(r) = - [exp(- r/AD) - exp(- cr)] 
T-'" r 

:::: e2 exp(- r/!:Jli 
r 

Equation (m.1) exhibits a nontrivial mixing of AD 

(m.2) 

(m.3) 

= (k B T / 41Tpe2)1/2 and A at moderate temperature, already 
obtained by previous authors, 1,6 with the limit behavior 
limr-O U1(r) =e2c/(a~ + a~). 
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(2a) 

<>--- --<:>-
1 2 1 2 

(2c) (2d) 

FIG. 1. Second-order Mayer-Salpeter diagrams. 

It may also be of interest to consider a formal ex
tension of the expression (III. 1) valid for any CAD val
ue, in connection with the so-called soft-sph(~re model. 
In this case, A is given the meaning of an average 
diameterS for penetrable charged spheres with13 
(CAD < 2) 

cr 

. (cr 4 1)1/2 
X sm 212 C2Ab - (III. 4) 

showing periodic oscillations associated with the ap
pearance of the long-range order. In the sequel, we 
shall restrict ourselves to CAD> 2. 

B. Second order14 (general results) 

The second-order contribution W~(r) may again be 
worked out with the aid of the convolution diagrams, 
shown in Fig. 1, built upon the Debye chain (III. 1) with 

[H1(r) = ~(r)'" H1C(r)] 

(III. 5) 

The bubble contribution (2a) 

A2 
~(r) = 2r2(1- 4/C2Ab) [exp(- Cl'lr) - exp(- Cl'2r )j2 

(ill 6) 
is trivial, while the following graphs have to be com
puted through the Fourier transforms 

41T p2
e4 (k lz 

~(k) = 2k(1- 4/ C2Ab) . tan-
1 

2C1'1 + tan-
1 

2C1'2 

- 2 tan-1 _
k_-) 

Cl'1 + Cl'2 ' 

- 2tan-l~-) 
Cl'1 + Cl'2 

and (see Appendix A) 

]= f~ dk exp(ikr) t -1~ 
- k2+A2 an B 

-~ 

(III. 7) 

(III. 8) 

(III. 9) 

= ~~ [exp (- Ar)lnC1 ~ ;1) + exp(-Ar)Ei(- Br +Ar) 

- exp(- Ar)Ei (- By - Ar)], (III. 10) 

where Ei(- x) = - J: dte-t/t, x> O. The final result is a 
very lengthy and cumbersome expression detailed in 
Ref. 13, which is not illuminating in its own right. This 
explains why we restrict ourselves to the quasiclassical 
result with Cl'2 "'C >-> Cl'1 "'AI} and CAD» 1, i. e. , 

A2 (exP(-CI'lr)l 3(2C1'2+CI'tlCl'~ exp(-CI'2r)l 3(2C1'j+CI'2)CI'l 
g~C(r) = - 4(1- 4/C2'2D)3/2 • n - n 2 

A ,CI'jr (2C1'2 - Cl'j)(2C1'j + Cl'2)2 Cl'2r (CI'2 - 2C1'I)(2C1'2 + Cl'1) 

exp(- Cl'ir ) [ ] exp(- Cl'2r ) [ ( ( ()J + -CI'jr Ej(-CI'jr)+Ei(-2C1'2+CI'jr)-2Ei(-CI'2r) - Cl'2
r 

Ej-CI'2Y)+Ei-CI'2r)-2Ei-CI'2r 

- exp(CI'jY) [Ei (- 3C1' jr) + E j (- 2C1'2r - Cl'lr) - 2Ei (- 2C1'1r - Cl'2r )] 
Cl'lr 

In the same way 

g1(r) = + pU1(r) 

= Ab21TY(1-14/C2Ab)2 . 1m f~ dk eXP(ikr{(k2'; (1)2 + (k 2 '; a~)2 + o~2_ Cl'1 (k2 ~ CI'~ - k 2 ~ or)] 

. (tan-j~ + tan-l~- 2tan-1_-
'
?_) 

2C1'1 2C1'2 Cl'1 + Cl'2 

is evaluated with the aid of the derivative of Eq. (III. 10) with respect to A. 

i ~ dk exp(ikr) t -j ~ 
(k2+A2) an B 

-~ 

= i1T2 . (_22B 2[exp(-Br)-exp(-Ar)]+(r+A-l)exp(-Ar)Ei (-Br+Ar) 
4A B-A 

A+B) + (r-A)"l exp(Ar)Ei(- Br-Ar) + (r+A-1) exp(- Ar) IniA _ E 1 

in the quasiclassical approximation 
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X[E i (- 3Q2r) + E j (- 2Qlr - Q2r) - 2E i (- 2Q12r - Qllr)] + _ex ..... p"-'(c.--_2_Ql ..... l
r
--'-) (-312 + 2(4 Q} 2)) 

Qllr Qll Ql2 Ql - Ql2 

+ exp(- 2Q12r) ,(_1_ + 2 QI~ ) _ exp[ - (Qll + Ql2)r] (_1_ + _1_ + Q2 + Qll ) } 
Ql2r 3Q1~ Qll(4Q1~-QlI) (Qll+Ql2)r 2Q11 2Q12 2Q11(2Q11+ Q2) 2Q12(2Q2+ Qll) . 

C. Second order (classical limits) 

In order to recover the familiar one-component 
plasma model (Ii = 0) results,4 and also to see how the 
first diffraction corrections appear, we explicit the 
formulas (III. 6), (III. 11), (III. 14) with 

Qll "" Ani (1 + +), 
2c AD 

Ql2,,"C(1- +, . 
2c AD 

(III. 15) 

So, we first obtain 

A2 
lim ~(r) - -2 2 [exp(- 2r) - 2 exp(- r - CADr ), 

(Cl.v)-1_0 r 

r is a number of AD, (III. 16) 

as a sum of the well-known classical term and a 
quantum correction vanishing with (CAvtl. The relation 

Ee- x 
E.(-x+E}=E.(-x)- - E«X 

l t X ' 

gives 

g~C(r) ~ g~i(r) + g~~(r), r is a number of Av, 
(Cl.v )-1_0 

A2 [e-T e-T e-T J 
g~I(r) = -""4 -;-ln3 + --:; E j (- r)- --:; E j (- 3r~,(III. 17) 

g;:U(r) = A2 [2e-
T 

+ exp(- rCAD) 
cl 2 cAvr cAvr 

x In-- - --2eT -E.(-r) ( !3 e-
T 

)] 

2CAD r • , 
and 

g1(r) ~ ~1(r) +g!u(r) , r is a number of AD, 
(Cl.v )-1_0 

A2 
~1 (r) = Sr [(1 + r)e-T In3 - t (e-T - e-2T) 

+ (1 +r)e-TE j (- r) - (1- r)eTEj(- 3r)], (III.1S) 

g!u(r) = s::vr [3e-T + 2 exp (- cAvr) 

x((r-1) ~-2eT -2e-T)} 

g~I(r) and ~1 (r) have already been obtained by DeWitt. 4 
The quantum corrections vanish with Ii, thus allowing 
for a straightforward generalization of the classical 
one-component plasma model. 
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(III. 14) 

'D. Second order (limits behavior) 

The finite behavior of Eqo (I. 1) at r = 0 is expected 
to survive in the W2(r) nodal expansion. We already 
checked this point in the first-order approximation. It 
will appear in the second-order with the introduction of 
the well-known relations 

00 (_x)n 
-Ej(-x)=-y-Inx- 6 --,-, x>o 

"=1 nn. 

while 
A 2(Ql2-Qltl2 2 

~(r):o 2(1- 4/ c2Ab) AD' 

On the other hand, the asymptotic expressions 
(x» 1) 

- E (- x) =x-1e-X(t ~ + O( Ix I_N_l)) 
I n=o(_x)n , 

Ej(X)=x-le-X(ta;~ =O(lxl-N-1)), 

(III. 19) 

(III. 20) 

monitor the r - <Xl behavior with (r is number of AD) 

A2 exp(- 2Q11r) 
~(r) T":, 2r2(1- 4/ C2Ab) , 

bC( ) - A 2 exp(- ADQllr) 
g2 r T':OO 2 (1 - 4/ c2 Ab)3/2' ADQllr 

Xl 3(2Q12 + Qll)QI~ 
n (2Q1z - Qll)(2Q11 + Ql2)2 , 

(III. 21) 
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~ 1~ c:r 0 

2 
-ex:::> <>---<:::> 
1 2 1 2 

(3a) (3bc) (3d) (3e) (3f) 

--<::>--<:> ---c:>----c>--o A- A 
1 2 1 2 1 2 1 

(3J) 2 (3g) (3h) (3i) 

A A ~ A>2 ~ 
1 1 2 1 2 

(3k) (31) (3m) (3n) ( 30) 

FIG. 2. Numerically different third-order Mayer-Salpeter 
diagrams. 

~() A
2

exp(-ADa lr) .In 3(2a2+al)a~ 
2 r ;::., 8o,iAb(1- 4/ C2Abl (2a2 - al)(2al + (2)2 , 

extending to the quantum situation the well-known 
asymptotic preeminencel5 of the longest convolution 
chain. 

IV. THIRD-ORDER CONTRIBUTIONS TO W2 (r) 

A. General 

Until now the diffraction contributions appear as cor
rections to the already well-known classical results and 
vanish with n. From the third- order, the interaction 
(1.1) becomes instrumental in allowing for a very sim
ple although significant extension of the classical plas
ma model. Paralleling the two-dimensional Coulomb 
gas 11 situation, the Fourier transform of any power of 
the Debye interaction 

jdreXP(ik' r)C~ 

= ~1T i oo 
drrSinkr(exp (- aIr); exp(- a2r)Y 

<+00, all n, (N.1) 

with CD = Debye chain, remains finite, while its classi
cal analog 

41T i oo 
. exp(- nr) k drrslnkr n <+00, n~2, 

o r 
(N.2) 

becomes meaningless for n;;, 3. This fortunate behavior 
allows us to consider the "simple 12- irreducible cluster 
diagrams" as constructed from Debye chains and nodal 
points to every order n, without further short-range 
resummation of the n-bubbles 7 (Meeron) sum, 

J +1 roo 
-I dll Jo drr2 exp(ipr ll)(eXp(-Ae-r /r)-1+Ae- r /r]. 

(N.3) 

We are left with finite diagrams, in contrast to the pure
ly classical situation7 (n= 0) where some third-order 
graphs become infinite. 

B. Convolution diagrams 

With the third-order appears the new qualitative fea
ture that some Mayer-Salpeter graphs are not evaluata
ble with the standard Fourier-transform convolution 
techniques" Hopefully, most of them may be computed 
with the methods already used for the second-order. 
Keeping in mind a possible extrapolation to high 
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orders,8 we develop our calculations analytically as far 
as possible and postpone the numerical evaluation to the 
very end. As a by-product, we shall elucidate the 
asymptotic behavior of convolution chains built from 
second-order graphs taken as basic bubbles, otherwise 
hidden in a brute force numerical approach. 7 The third
order graphs listed in Fig. 2 are now evaluated as 
follows; 

..,JJ( ) 1\3 exp(- aIr) - exp(- a2r)3 
53r=3!(1_4/c2Ab)3/2 r 

(N.4) 

g~C(r) = 2P2 (00 dk k sinkrg'3(k)(- J3W!(k» (N.5) 
1T r }o 

where 

g'3(k) = 6(1- :/~::~)3/2k \ [3al tan-I(3~1) 
-3(2al+a2)tan-12 k +3(al+ 2az) 

0'1 + 0'2 

k 
+ '2 [In(k2 + 9ai) - 31n(k2 + (20'1 + 0'2)2) 

+ 31n(k2 + (al + 2ad) -In(k2 + 9a~)] }. (N.6) 

As before, Eq. (N. 5) could be given a tractable form 
with the aid of the quadratures given in the previous 
section, and with 

J= Im 1+00 

dkk exp(ikr) I (B2 + k 2 
) 

- k2 + A2 n C2 + k2 

=exp(~:A) [E;(- Cr+Ar) - E;(- Br+Ar) 

I (A- C) (C+A) - n\,A:B" - In B + A - exp(rA)(Ei(- Br- Ar) 

- Ei(- Cr- Ar» (N,7) 

explicated in Appendix B with A = at. 0,2, B = 3 0'2, 0'1 
+ 2a2, C = 3at. 0'2 + 20'1' The limit values 

limJ= 0, 
roO 

B2 _ A2 
Ir~~J=1Texp(-rA)lnC2_A2' A<C 

1· J - 1T exp(- Cr) C A 
~~ - (A + C)y' <, 

together with the corresponding I values control 
limr-o WzC(r) and limr-oo ~C(1'). 

More precisely, H1C(r) decreases at infinity as 
exp(- alr/r). A convolution chain vanishes faster at 
infinity when the number of lines within its bubbles 
increases. 

Again, U1 (r) may explicated through the derivative 
with respect to A of both sides of Eq. (N.7): 

I jOOdkkeXP(ikr)1 (k2 +B2) 
m _00 (k2 + A2) 2 n k2 + C2 

= 2~ a rexp (- YA)(E i (- Cr+Ar) - E i (- Br +Ar) 
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TABLE II. Limit behaviors of some diagrams (r in number 

of AD)' 

a. r - 0 with Fi '" 0 Finite results 

b. r-O and h-O 

A2 a AS 
i;(r) ~ 2T C ?"b. gs(r) ~ - 3T c?.b 

A2 AS 32 
~C(r) ~ - 2T lncAD. ~c ~ 3T CAD In 27 

A2 AS 
g<§(r) ~ 12' ~(r) ~- 12lncAD 

c. limr- oo 

i;(r) ~exp(-2alr)/r2. ~(r) ~exp(-3alr)/rs 

.rlC(r) and ~C(r) are O(exp(-O' Ir)/r) 

g<§(r). ~(r) ~O(exp(-O' Ir» 

d. limr- oo and If-O 

A2 e"'" ASe"" 64 
.rlC(r) ~ - "4 ln3 r' ~C(r) '" ~lncAD -In T + 1) 

A2 A2 64 
g<§(r) ~ Se-r In3. ~(r) "" - 12 e-rUncAD -lnT + 1) 

~~r 
~ = .iif(r) =- 2" 

2A 
- E;(- Cr - Ar)]- [exp(- Cr) - exp(- Ar)] A2 _ C2 

2A 1 
+ [exp(- Br) - exp(- Ar)] A2 _ B2 J . 

Equations (N. 8) and (III. 13) show that «1(r) 

(N.8) 

;::., exp(- air). The limit behaviors of g~C(r) and g1(r) 
are displayed in Table II, together with their second
order counterparts. Their variations with (CADtl are 
much more important than the corresponding U1C(r) and 

"1(r) ones, as expected from lim~_o wg(k) - 00. They 
diverge as lncAD with r - 0, while W3

a (r);,::0 (ADc)3. 
Analogous behavior of more compact graphs built upon 

n-bubbles (1 = n, k = 0) may be extrapolated to n>-- 4. 
The chain diagrams (3e), (3f), (3g), and (3h) are easily 
estimated from (n'=4+m, m=0,1,2,3) 

- 2 tan-I __ k_\2. 
0'1 + 0'2 J (N.9) 

Again the graphs decrease in absolute value with 
(cADtl - 0, until they reach the classical Cohen

Murphy results. 7 The usual asymptotic behavior is 
recovered. The longest chain remains the more impor
tant graph when r - 00, while its (CADtl = 0 limit is 

obtained (see Table III). Usually, it is reached mono
tonically from the lower side. However, in its im

mediate vicinity, the diffraction corrections could 
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produce a larger contribution arising from the 

1 + 4n' /C2A~ term incompletely cancelled by other 
factors. For instaIX!e, the longest chain (3h) displays 

the asymptotic behavior 

. A3 1'" dk sinkr -I k 
1~~(3h) - 2lT(1- 4/C2A1)712A~ 0 k(k2 + ah3 tan 20'1 

(N.10) 

= _AS (1+_4_).2:.... exp (-ral )(.1.+ r ) 
128 c 2A1 at X~ 0'1 

~ - ASrexp(- O'lr) (1 + ~) 
'-'" 128atX~ c 2x1 

TABLE III. Numerically evaluated third-order convolution 
graphs as a function of reduced distance. The comparison 
with the claSSical Cohen-Murphy results7 is obtained by 
multiplying these latter with an overall 71'/2 factor. 

r 27r(3e) 27r(3f) 271' (3g) 27r(3h) 

(CAD)-1 = 10-1 

0.2 0.2138 -0.18609 0.04688 -0.02059 
0.4 1.1061 - 0.156 70 0.04441 -0.02009 
0.6 0.5340 -0.12428 0.04084 -0.01930 
0.8 0.26498 - 0.09569 0.03668 -0.01828 
1.0 0.13629 - O. 062 67 0.03296 -0.01710 
1.2 0.07336 -0.05489 0.02815 -0.01581 
1.4 0.03944 - O. 04142 0.02422 - O. 014 48 
1.6 0.02196 - O. 03127 0.02067 - O. 01314 
1.8 0.01244 - 0.023 66 0.01757 -0.01181 
2.0 0.00715 - O. 01795 0.01477 -0.01058 
2.4 0.00244 - O. 01042 0.01037 -0.00831 
3.0 0.000513 -0.00471 0.00720 -0.00559 
4.0 0.00004 - O. 00132 0.00231 -0.00270 
5.0 -0.00039 0.00087 -0.00123 

(cAD)-l = 10.2 

0.2 7.5468 - 0.4778 0.09124 -0.03653 
0.4 2.1349 - O. 33543 0.08397 -0.03546 
0.6 0.82988 - O. 23823 0.07499 - O. 033 83 
0.8 0.37031 -0.17125 0.06565 - O. 03179 
1.0 0.17876 -0.12440 0.05667 -0.02949 
1.2 0.09133 - O. 09118 0.04843 -0.02706 
1.4 0.04893 - O. 067 35 0.04107 - O. 024 59 
1.6 0.02710 - O. 05010 0.03463 -0.02216 
1.8 0.01516 - O. 03750 0.02906 -0.01983 
2.0 0.0084 - O. 028 23 0.02430 -0.01763 
2.4 0.00277 -0.01623 0.01685 - O. 013 72 
3.0 0.00063 - O. 00729 0.00959 -0.00912 
4.0 0.00010 - O. 002 04 0.00366 -0.00435 
5.0 - O. 000 60 0.00138 - O. 00197 

(cAD)-1 = 1O"s 

0.2 8.107 - 0.52453 0.09783 -0.03893 
0.4 2.3134 -0.36148 0.08979 -0.03777 
0.6 0.90483 -0.25464 0.08001 -0.036017 
0.8 0.378779 -0.18220 0.069921 - O. 033 831 
1.0 0.17261 -0.13197 0.060281 - O. 031371 
1.2 0.085256 - O. 09654 0.05146 -0.02877 
1.4 0.05094 -0.07122 0.043605 -0.026136 
1.6 0.03323 -0.05293 0.03674 -0.02355 
1.8 0.01880 - O. 039 59 0.030818 - O. 021 066 
2.0 0.00741 -0.02979 0.02576 - O. 018 73 
2.4 0.00152 -0.01711 0.01785 -0.014567 
3.0 0.0011 - 0.0073 0.01015 - O. 0097 
4.0 0.00083 - O. 0021 0.0039 - O. 0046 
5.0 -0.00064 0.00146 -0.00209 
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We write them in the from [see Eqo (Ill 17)] with the classical limit reached from above, thus ex
tending to the present situation the well-known asymp
totic behavior of the longest chain, i. e. , 

. i~ dk k sinkr Tr (r )"-1 
gt(r) = TrAD(1:t c2Ab)r i~ dk Sinkr(k2: ai - k 2 : a~) 

l;.~ 0 (k 2 + ah" '" 2(n _ 1)! 2al exp(- air). 

(N.ll) 
• [~dr' sinkr'[exp(- air') - exp(- a2r')]g~C(r') 

Now, we should pay attention to the four remaining 
convolution diagrams (3i) and (3j) built from (2bc). 

~Il + 12 , 

evaluated with the aid of 

1~ [exp(- air') - exp(- a2r ')] 1 k 1 k 
dr'sinkr' exp(- ar') = tan- --- tan- --

o r' al + a a2 + a ' 

E j (- r') = - r' i~ dtlnt exp(- r't), 

as 

. A 3 f~ (I I) A 3 f ~ 
g3(r) = Trr 0 dk sinkr k 2 + a1 - k 2 + a~ G(k) + 2A

D
r' 1 dtlntH(t), 

where 

G(k)=- e~3 + C~D ) (tan-l al! Ai} - tan-
1 

Q2! AiJ )+In(2~J' C~D . tan-
1
(Ql\C - tan-

1 
a

2

k
+c) 

- _2_ (tan-t k 1- tan-1 + k 1) + ~ . [(CAD - I + a 2AD) tan-1 kl + 
CAD a 1 +c-AD Q2 C-AD C"-D C-An a2 

( 1 k ] kAD k
2 + (C - Ai} + (2)2 ( ) -1 k 

- CAD - I + alAD) tan- C _ AD! + al + 2 In k2 + (c _ Ai} + Q
1

)2 - CAD + I + a2 AD tan C + l/AD + a2 

-1 k kAD k 2+(c+Ar}+ad 
+ (CAD + I + al AD) tan C + 1/AD + a

1 
- -2- In k2 + (c + ADI + (2)2 , 

and 
_ ( ~) (exp (- atr)-exp[- (Ql+r AD rl_ exp(- air) - eXI?[- (a2 +t/AD)r] 

2H(t) - I + CAD (a
1 

+ tAD) - ai (a2 + t/AD)2 - ai 

(
exp(- a2r) - exp[- r(al + t/AD)]\ exp(- G'2r) - exp( - (a2 + t/AD)r ]) 

- (G'2 + t/AD)2 - a~ t (G'2 + t/AD)2 - G'~ 

- 3 [same terms with al + J.... - G't + ~ and a2 + J.... - a2 + l!] , 
AD AD AD AD 

with the asymptotic limits 

A 
II r~ r/AD [exp(- ajr) - exp(- a21')], 

A3 

A = 2Avk G(O) 

A 3 rl( In3 2 I I) (.f3) I (I 
"'2A~~-2+ CAD G'j+ADI - G'I+A~ +In 2CAD . CAD 0 C+G'j-

_I (at+C+I/AD)(a2+C-I/AD)] 
+c In(Q2+ C + 1/ AD)(Cl:

1
+c-I/AD) , 

I ~ Aexp(- G'lr ) + Bexp(- G'2r ) 
2r<= r r' 

and the corresponding classical expressions (n = 0) 

II~ - A831n3e-r, A-0.IA3, B-O(~\=O. 
r \C AD) 

In the same way, 

I 
C + ()It 

+_2_ 
CAD 

g§(r) = - At:r . i= dk Sinkr(k 2: at -k 2: a~Y G(k) - 2~~r i~ dtlntH'(t) ~If + If, 
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(IV.13) 

(N.14) 

(N.15) 

(N.16) 

(N.17) 

(N.17a) 

(N.18) 
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(1 ~) exp[ - r(al + t/AD)] - exp(- alr ) + (1 + --.!_) exp[ - r(a2 + t/AD)] - exp(- alr ) 
- + CAD [aI - (al + t/AD)2]2 CAD [a~ - (a2 + t/AD)2]2 

3{exp[ - r(al + 3t/ADY - exp(- rO!2)} .3{exp[ - r(a2 + 3tAvl)] - exp(- a2r)} 
+ [a~ - (al + 3t AD) F [Q~ - (a2 + 3t/AD)2f 

with 
I' ~ A exp(- ajr) l' ~ A exp(- alr ) _ B exp(- a2r ) 
1.-~ 2al '2,..~ al a2' 

The diagrams (3k) and (31) may be given a similar treatment based upon Ui(r) taken in the form (III. 18), 

11. 3 (~. (1 1) 11.
3 f~ 3 

gi(r) = 47Tr(1 _ 4/ c2 A1) )0 dk smkr k2 + 1:Y1 - k2 + a~ C' (k) + 8ADr 1 dt lntHl (t) + A F(r), 

11.
3 

( C'(k») 11.
3 

gi(r) ~ -8 [exp(- alr ) - exp(- Q2r )] lim -k- + -8- [A' exp(- alr ) + B' exp(- a2r )] 
r~~ r k~~ rAD 

11.3 

+ -8- [C exp(- alr ) + D exp(- Q2r )], 
ADr 

gi(r) ~ 0.04211. 3 exp(- alr ) 
3 r~~.h~O r/AD 

and also 
11. 3 

g~(r) r'::" 8At [El exp(- alr ) + E2 exp(·- a2r )], 

A, B, limk~~ [C'(k)/k], A', B', C, lJ, E1> and E2 are detailed in Appendix C. 

(N.19) 

(N.20) 

with 

(N.21) 

(N.22) 

(N.23) 

(N.24) 

(N.25) 

C. Bridge diagrams (classical limits) 

We consider together the diagrams (3m), (3n), and 
(30) which have to be computed with other techniques. 
(3n) and (30) could be worked out through the standard 
convolution techniques, once the first one written as 

more throughly the present r - 0 limit. Therefore, we 
invoke again the Nijboer-Van Hove procedure already 
considered for the two-dimensional plasma. 11 Eq. 
(N.26) then becomes 

m() I - (3e
2 )5 2/ exp(- alrlS) 

g3 r = \ (1- 4/ c2 A1)1/2 p drs dr 4 r13 

. exp(- alr32) • exp(- Qlr34) 
r32 rS4 

(N.26) 

in the classical limit is known. 1 and 2 label the root 
points while 3 and 4 index the nodal points. In view of 
the complexity of this expression and of the fact shown 
below that this graph does not provide the most im
portant limit contributions as r - 0 and r - 00, we re
strict ourselves to Eq. (N.26). This is the first and 
more important term (a2» al -1/AD) of a sum of 32 
analogous contributions. Such a simplification does not 
imply any loss of physical information, because every 
term remains finite. A numerical study7 has already 
shown that Eq. (N. 26) remains finite for Ql = 1 and 
r/AD~ O. 2. The very rapid variation in the vicinity of 
r:= 0 of the bubble graphs makes it useful to investigate 
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g3'(r) = p2~;:;t)5fF(k) I C(k) 12 dk, 

47T 
F(k) = k2 + a~ , (N.27) 

with r; = r i - (rl + r2)/2. The reference system explicat
ed in Fig. 3 (r12 =r) gives 

£+1 i~ 
g(k)=27T dcosB Jo(kWsinBsinB') 

with 

~1 0 

x exp(ik W cosBcosO') 

. exp(- all W2+rI2/4-r12WcosBI1/ 2) 
I Vf!2 +r~2/4 - r12WcosB11/2 

. exp(- all W2 + rI2/4 + r12 WcosB 11 /2) 

I Wl +rh/4 +r12WcosB) 11/2 , 

C. Deutsch and M.M. Gombert 
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w 

- ---L - - - - --7/E;:---,..-:----I----_ 
x 

2 
y 

FIG. 3. Reference system for (3m). 

G (k) ~ 21T J +11 d cose 1,0"" dWJo (k W sine sine') 
r12~"" ~ 

xexp(ikWcosecose' - 20!1 W). (IV. 29)1 

M'(~)- 41TA3. f 1 dx (1 d 
3 0!1 - - 0!1A.D 0 Jo Y (x - y)2k2 

Its k - 0 limit, 

The inequality 

fo"" dWexp(ikWA)Jo(BkW) exp(- 2W0:1) 

<s (O!j1B2k2/0!I + 4)"1 /2 (IV. 30) 

yields 

11m G(k) <s --. - arCSIn :-;;-~~-=--,---,; . / / 41T . ( k2 sin2 e' ) 1/2 
r12~"" k sme' k 2 sin2 e' + 4 aI 

(IV. 31) 

where 

A
3 1"" I+1

dcose' 1 
lim /g3'(rd I < ~ 0 dk k2 + 0: 2 • Sl'n20' r12~O DTr -1 1 

(IV. 32) 

excluding any diverging short- range behavior. On the 
other hand, the asymptotic behavior of Eq. (IV. 26) is 
obtained16 by expressing each e-r I r factor in terms of 
(k2 + 1)"1, and considering the resulting Fourier 
transform 

(IV. 33) 

(IV. 35) 

Equations (IV. 32), (IV. 35) confirm the intermediate behavior of the Bridge graphs. They do not diverge at r = 0 
and decrease at infinity faster than the first-order Debye term exp(- rib). A systematic study8 of these graphs with 
n> 3 is given elsewhere. 8 The limit behaviors (IV. 32), (IV. 35) could be easily transferred to the graphs (3n) and 
(30) with 

(IV. 36) 

(IV. 37) 

Equations (IV. 35)-(IV. 77) are explicated numerically in Table IV. It is rewarding that these asymptotic expressions 
fall very close to the complete and much more involved Cohen-Murphy results, 7 on the whole r-range. 

V. SHORT-RANGE BEHAVIOR 

Although we have given considerable attention to 
limr~""g2(r) in the previous analysis, it must be em
phasized that the present model is equally well suited 
to investigate the g2(r) short-range behavior through a 
resummation of all orders of the most important dia
grams in the r - 0 limit, which obviously are the n
bubbles (l = n, k = 0) followed by the n- bubbles 
decorated with one (l=n+l, k=l) and two (l=n+2, 
k = 2) Debye lines. For instance, we have 

(n- bubble with one Debye line)r=o "" In0!2 _ 0 (V. 1) 
(n-bubble)r=o ~ ar 1i~0 ' 
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leXhibiting the relative divergence of the first categories 
of diagrams in the classical limit. Then, the first con
tribution to lim~og2(r) is 

"£ (- A)n (exp(- a1r) - exp(- 0!2r))n 
n=1 n! r 

= exp{- A[exp(- a1r) - exp(- a2r)]r-1} - 1 (V. 2) 

giving back the classical expression (a2» a2 -1) 

g2(r) ~ exp[- (Alr)+H(O)], r is a number of A.D, (V. 3) 
~"" 

already obtained by Cooper and DeWitt17 through an 
estimate for the short-range part of the chain diagrams 
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TABLE IV. Nonconvolution (Bridge) diagrams evaluated with 
Eqs. (IV. 35). (IV. 36). and IV. 37) as a function of reduced 
distance [(CAD)o! = 10-31. 

r 

0.2 
0.4 
0.6 
0.8 
1.0 
1.2 
1.4 
1.6 
1.8 
2.0 
2.2 
2.4 
3.0 
4.0 

(3m) 

- O. 2066 
-0.0715 
-0.03303 
-0.0171 
- 0.0095 
-0.00548 
-0.00325 
-0.00197 
-0.00121 
-0.00075 
- O. 000 47 
-0.00030 
-0.00008 

(3n) 

0.02491 
0.01882 
0.01425 
0.01082 
0.00823 
0.00628 
0.00480 
0.00367 
0.00282 
0.00217 
0.00167 
0.00129 
0.00060 
0.00017 

(30) 

- O. 005 67 
-0.00530 
-0.00483 
-0.00431 
-0.00379 
- O. 0033 
-0.00284 
-0.00243 
-0.00207 
-0.00175 
-0.00148 
-0.00124 
-0.00073 
-0.00029 

building up the hyper- netted chain approximation. This 
classical limit is obtained through the limits 0'2 - 00 and 
aj -1 taken first, followed by r - O. Had we retained 
some nonnegligible diffraction effects, we should have 
done r - 0 first, and thus obtained 

g2(r)-exp[H'(0)]=exp[-!3e2/1C +H(0)], r-O, (V. 3') 

in accord with the Davies-Storer analysis, 18 and a con
jecture19 made sometime ago by DeWitt. 19 It must also 
be appreciated that the n- 0 limit of Eq. (V. 3') does 
not reproduce the classical Eq. (V.3). H(O) may be 
given a good approximation with the r - 0 limit of the 
two series of decorated bubbles previously considered, 

i. e. , 

H(O) = S(l) + S(2) + O'jADA, 

where 

S(n) = lim 1... i ~ dk Sinkr(k 2 +1 2 - -k2 1 2) n 
,...~ 7rr 0 aj + a 2 

x i~dUUSinkU 

. exp [- A[exp(- alu) - exp(- 0'2U)]U-1- 1 

(V. 4) 

+ A ~exp(- aju): exp(- a 2U») 1 (V. 5) 

The corresponding data are available in Table V, 
altogether with the expressions 

TABLE V. Comparison of Eqs. tv.4). tv. 6). and tv. 7) for 
H(O) with 1/CAD=10-6• 

A 

0.01 
0.05 
0.09 
0.13 
0.17 
0.21 
0.25 
0.29 
0.37 
0.49 
0.65 
0.85 
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Eq. (5) 

0.0098 
0.0471 
0.0825 
0.1167 
0.150 
0.182 
0.214 
0.246 
0.307 
0.397 
0.5136 
0.655 

Eq. (7) 

0.0096 
0.0446 
0.0773 
0.109 
0.143 
0.178 
0.215 
0.256 
0.348 
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Eq. (8) 

0.0179 
0.0470 
0.0780 
0.107 
0.135 
0.162 
0.188 
0.213 
0.263 
0.335 
0.427 
0.533 

H(O)=A + A2(lnA + 0.834), 

H(O) = O. 619Ao.86, 

(V. 6) 

(V. 7) 

proposed in Ref. 20 on the basis of a careful examina
tion of the Monte-Carlo data. It turns out that for 
A<0.37, Eqs. (V.6), (V. 7) are in reasonable agree
ment with the present resummations, although Eq. 
(Y. 6) was expected to be reliable only for A < 0.2, and 
Eq. (V. 7) for A> 0.3, respectively. 20 As expected, 
Eq. (V. 7) is the better approximation for larger A. 
However, further resummations are needed in order 
to reach a closer agreement. It must also be kept in 
mind that the analytical inversion of the Monte-Carlo 
data is a very tricky procedure2o at r - 0, in view of 
the vanishing Coulomb term in the rhs of Eq. (V. 3). 
Great care must be exercised in deriving analytical 
expressions such as Eqs. (V. 6), (Y.7). We think that 
our approach could provide a firm basis to check such 
attempts. Actually, we have also to take into account a 
series of graphs starting from higher order (Fig. 4). 
The corresponding contribution may be computed 
through the Fourier transform of ui(k)n, 

In"" ~7r i~ drrSinkr(exp(- alr)~ exp(- a 2r»)" 

~7r i~ drr sinkr 1"'2 dXn f. "'2 +Xn dX
n

_j 

o "'1 "'t+Xn 

f i "'2+XS i "'2+X2 
X • • • dX2 dX1 • exp(- rXt ). (Y.8) 

"t+Xs '"j+X2 
The first orders n = 1, 2, 3 give back the quantities 

used previously, while 

I4=I~+I2' 

with 

(V. 9) 

C> 

(a) 

~ 

(b) 

.!L = k-1 [[k2 + (40' )2] tan-t .!!.... - 4[k2 + (3a t + (2)2] 
27r 1 4Qt 

xtan-t -
3 

_k __ + 6[k2 + (2a l + 2ao)2] 
at + a2 .. 

xtan-1
2 

k+2 -4[k2(al+3a2)2]tan-t k 
aj a2 0!1 + 3 a2 

+ [k2 + (40!d] tan-t .!!....] (V. 10) 
4a2 

J.' 
-; = 8{4atln[k2 + (4atl2]- 4(30!1 + (2) In[k2 + (30!1 + 0!2)2] 

+ 6(20!1 + 20!2) In[k2 + (2at + 2(2)2]- 4(aj + 3(2) 

xln[k2 + (O!j + 30!2)2] + 40!21n[k2 + (40!2)2]} 

[c>+~+ ~+-J 

[E7+0+-] 

§ [@+-J 
(c) 

FIG. 4. High order series contributing to lim,...iC2(rl. 
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+ k [tan-t(4:t )_ 4 tan-teO\+ 0'2) 

+ 6tan-t(20't; 2D!2)_ 4 tan-t(D!t :30'2) 

+ tan-t(4:2) ] (V. 11) 

enable us to confirm that the higher order series pic
tured in Fig. 4 provide a contribution to H(O) smaller 
than Eq. (V. 5). This point may be checked out diagram 
by diagram. For instance, the four-bubble once dec
orated is more important in the vicinity of r = 0 than its 
homolog (with the same number of lines) given in the 
second term of the series (a) in Fig. 4. 

APPENDIX A 

In order to prove the relation (III. 10), let us in
troduce the representation 

_t k 100 

sinkx tan Ii = dx exp(- Bx)--
o x 

is its 1. h. s. So, we get 

j OOdk exp(ik~) t -t~ 
k 2 +A an B 

_00 

(A1) 

_[OOdX (B) I [OOdk(cOskr+iSinkr)'nk - x exp - x . m k 2 + A2 S1 X 
o _00 

= ;A [foo a; exp(- Bx)[exp(+rA) exp(- xA) 

- exp(- rAj exp(- XA~+ i~ ~ exp(- Bx) 

x[exp(- rAj exp(xA) - exp(- rAj exp(- XA)]] 

7T [ , = 2A' - exp(+ rA)E; (- A + B)r) + exp(- rAj 

i oodX 
XE;(- (A + B)r) + - exp(- Bx) 

o x 

X [exp(- rAj exp(xA) - exp(- rAj exp(- xA)] 

l OOdx - x exp(- Bx)[exp(- rAj exp(xA) 
r 

- exp(- rAj eXP(-xA>} 

The relations 

(A2) 

and 

100 

dx exp(- Bx) exp(Ax): exp(- Ax) InC ~ ~ ~ I) 
(A3) 

f OOd 
- : exp(- Bx)[exp(- rAj exp(xA) - exp(- rAj exp(- xA)] 

r 

= exp(- rA)E;(- (B - A)r) - exp(- rA)Ei(- (A + B)r), 

(A4) 

introduced in the last line of Eq. (A2), gives back Eqo 
(III. 10). 
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APPENDIX B 

Equation (N. 7) is evaluated with the aid of the 
representation 

2 f ood exp(- Bu) - exp(- Cu) k 
= u cos u 

o u 

so that the k-quadrature becomes 

1m f"" k~! ~2 (coskr + i sinkr) cosku 
_00 

_ 2 ['" dk k sinkr cosku 
- 0 k 2 +A2 

= 7T {eXP(- rAj coshuA, 
- exp(- uA) sinhAr, 

r>u, 
r<u, 

while the u-quadrature may be written as 

(B1) 

(B2) 

=7T [r du exp(- rA)coshuA (exp (- BU~- exp(- CU») 

-7T l:u exp(- uA) sinhAr (exp (- BU~- exp(- CU») 

=7T exp(- rAj (~ ducoshuA (-B dtexp(ut) 10 lc 

- 7T sinh(Ar)(Ej(- Cr - Ar) - E j (- Br - Ar» 

= (_ A) 1-B 
dt(exP[(A+t)r] + exp[(t-A)r] 

rrexp r -c 2(A+t) 2(t-A) 

- 2(1+t) - 2(t~A»)-7TsinhAr(Ej(-Cr-Ar) 

- E j (- Br - Ar» 

( A [! _B-A dVexp(Vr) +l-B-Advexp(vr) 
=rr exp - r 

-C+A 2V -C_A 2V 

- ~ Inl~=~l- ~ In(~:~)1 
-rr sinhAr(Ej(- Cr-Ar)- E;(- Br-Ar» 

exp(- rAj 7T [ = 2 E;(-Br+Ar)-Ei(-Cr+Ar) 

-In I A - B I-In (B + A)]_ exp(rA) 7T (E/(- Cr- Ar) 
C+A C+A 2 

- E j (- Br- Ar))"', (B3) 

The last line of (B3) becomes the rhs of Eq. (N.7). 
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APPENDIXC 

Here we detail the quantities monitoring the asymptotic behavior of the graphs (3i), (3j), (3k), and (31): 

A3 f~ (3 3 l+2cAD l+2/CAD) 
A = - ....-:T dt Int / 2 2 - / 2 2 - / 2 2 + / 2 2, 4AD 1 (a1 + 3t AD) - a1 (a2 + 3t AD) - a1 (a1 + tAD) - a1 (a2 + tAD) - a1 

(Cl) 

A3 f~ (3 3 l+2cAD l+2/CAD) 
B = - ....-:T dtlnt - / 2 2 + / 2 + / 2 2 - / 2 2, 4AD 1 (a1 + 3t AD) - a2 (a2 + 3t AD) - a2 (a1 + tAD) - a2 (a2 + tAD) - a2 

(C2) 

lim G'(k) = (_3_ +ln3-1) ( 1 1- 1 1) +1 ( 1 _ 1 ) + 2(at!c+l+2~CAD) 
k~~ k CAD 3 a1+A; a2+A; 3 a1+2/AD a2+2/AD a1+c-AD 

2(a2/c+l+2/CAD) 4 (l 1 )+~1 a1+ c - AD
1 

- a1 + C - Aj) - CAD a 1 + C + AD1 - a2 + C + AD1 C n a2 + C - Ail ' 
(C3) 

(C4) 

(C5) 

(C7) 

(ClO) 

3 a1 + l/AD + tlAD + a2 + l/AD + tlAD 
- 2a2[ (a2 -l/AD + 3t/AD)2 - a~] - a2AD[ (a1 + lAD + tIAD )2 - a~F a2An[ (a2 - l/AD + 3t1AD)2 - a~F 

(Cll) 

(Cl2) 

(Cl3) 
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New representation of the Tomimatsu-Sato solution 
Frederick J. Ernst 

Department of Physics, Illinois Institute of Technology, Chicago, Illinois 60616 
(Received 14 August 1975) 

We devise a new representation of the simplest Tomimatsu-Sato solution of Einstein's vacuum field 
equations. This permits us to dispose of the previously troublesome "directional singularities" through the 
introduction of an advanced (or retarded) time coordinate. In the neighborhood of the locations in question 
the T-S space is shown to possess a Killing tensor of valence two, which allows us to solve the geodesic 
problem in this neighborhood completely. Finally, we present for future analysis a plausible toroidal model 
of the material source for the T -S solution. 

I. INTRODUCTION 

Several years ago Tomimatsu and Sato (T-S) con
structed1 a spinning mass solution of the Einstein vacu
um field equations. The nonvanishing components of the 
metric tensor were given by 

g88 =gpp = B/[P4(X2 _ y2)4], gq,q, = (1- y2)D/(P2B), 
(1. 1) 

gq,T =4(q/p)(1- y2)C/B, gTT =-A/B, 

where Z =xy, and p2 = (x2 - 1) (1- y2), and A, B, C, and 
D denote the following polynomials: 

A = p4(X2 _ 1)4 + q4(1 _ y2)4 _ 2p2q2(X2 _ 1)(1- y2) 

x [2(x2 _ 1)2 + 2(1- y2)2 + 3(x2 _ 1)(1- y2)], 

B = [P2(X2 + 1)(x2 _ 1) _ q2(y2 + 1)(1- y2) + 2px(x2 _ 1)]2 

+ 4q2y2[PX(X2 _ 1) + (px + 1)(1 _ y2)]2, (1. 2) 

C = _ p3X(X2 _ 1)[2(x2 + 1)(x2 _ 1) + (X2 + 3)(1- y2)] _ p2(x2 _ 1) 

x [ 4x2(X2 _ 1) + (3x2 + 1)(1 _ y2) ] + q2(PX + 1)(1- y2)3, 

D = p6(X2 _ 1)(x8 + 28x6 + 70x4 + 28x2 + 1) _ 16q6(1_ y2)3 

+ p4q2{(X2 _ 1)[32x2(x4 + 4x2 + 1) _ 4(1- y2)(X2 _ 1)3 

+ (_ 6X4 + 12x2 + 10)(1- y2)3] _ 4(1- y2)3(X4 + 6x2 + 1)} 

+ p2q4{ (X2 _ 1)[ 64x4 + (1 _ y2)2(y4 + 14y2 + 1)] 

- 16(1- y2)3(X2 + 2)} + 8p5X(x4 _ 1)(x4 + 6x2 + 1) 

_ 32pq4x (1_ y2)3 + 8p3q2X{(x2 _ 1}[8x2(x2 + 1) 

+ (1 - y2)2(2y2 _ x2 + 1)] _ 4(1 _ y2)3}. 

Several even more complicated solutions correspond
ing to spinning masses were constructed by the same 
authors, but none of these solutions have been thorough
ly studied. 2 We have recently succeeded, however, in 
casting the simplest T-S solution into an alternative 
representation which is much more amenable to serious 
investigations. Preliminary indications are that the 
structure of the space is extremely interesting, and a 
complete study is currently being made. 3 Furthermore, 
we anticipate that similar procedures may be applied to 
the more complicated T-S solutions. 

II. NEW REPRESENTATION 

It is well known that Boyer- Lindquist coordinates are 
inappropriate for studies of the structure of Kerr space, 
and that the transition to the more advantageous Kerr 
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coordinates is facilitated by writing the Kerr line ele
ment in the form 

ds2 = Z; [(drZ /.6.) + de2] + Z; -1{sin2e [(rZ + if) d<I> - a dT]2 

-.6.(dT-asin2ed<I»2}. (2.1) 

We, therefore, sought and found an analogous represen
tation of the line element of T-S space. 

The essential step in our treatment consists of ob
serving that the polynomials A, B, C, and D can be ex
pressed in the following manner: 

A = (P2~ +q2nr)2 _ 4p2q2VW(V + W)2, 

B= (P2V2 +q2W2){P2V2 +q2W2 + 4[V + (2 + V)(l +px)]} 

- 4q2W(V+ W)[P2V(V+ W) + 2(1 +px)W], 

C =t(p2V2 + q2W2)[P2V(V + W) + 2(1 +px)W] (2.2) 

- tp2V(V+ W){P2V2 +q2WZ +4[V+(2+ V)(l +px)]}, 

D =p2V{P2~ + q2W2 + 4[V + (2 + V)(l + pX)]}2 

- 4q2W[P2V(V+ W) + 2(1 +pX)W]2, 

where V=x2 - 1 and W= 1- y2. From Eq. (1. 1) it follows 
immediately that 

ds2 = [B/p4(V + W)4](dz 2 + dp2) + (VW /B) 

X ({p2~ + q2WZ + 4[V + (2 + V)(l + px)]} d<I> 

- 2pq(V + W) dT)2 _ (1/B){(P2~ + q2WZ) dT 

- 2(q/p)W[P2V(V + W) + 2(1 +px)W] d<I>}2. (2.3) 

For our present purposes, however, we find it conve
nient to express this result in the form 

ds2 = A2Q(dz2 +dp2) + [VW /(V + W)2]A-2 

x Q-l[F d<I> _ 2(q/p) dT]2 _ A2Q-l[dT _ 2(q/P)G d<I> ]2, 

(2.4) 

where 

F p2V2 + q2WZ + 4[V + (2 + V)(l + px)] 
p2(V+ W) 

G- WP2V(V+ W) + 2(1 +px)W 
- p2V2+q2W2 

Q=[F- (2q/p)2CJ/(V+ W), 

Copyright © 1976 American Institute of Physics 

(2.5) 

(2.6) 

(2.7) 

(2.8) 

1091 



                                                                                                                                    

It should be noted that as x - 00, F - V, G - W, Q -1 and 
A2 -1, while Q - 0 at the equatorial ring singularities. 

We now introduce new coordinates 1> and u such that 

dip =d¢ +* a(p-l) ~, dT =du +ia(p-l) dF, (2.9) 

where a(F-1
) is a function of F-1 to be specified later. 

This transformation results in 

Fdip - tl-dT = Fd¢ - tl- du, 
P P (2.10) 

dT - tl- G dip =du- tl- Gd¢ +iaQ(V + W) dF. 
P P F 

Therefore, Eq. (2.4) assumes the form 

ds2 =A 2Q (dZ2 + dp2 _1-a2(V + W)2 dpZ) + ( VW ) 
4 7 (V+W)2 

X A -2Q-l (F d¢ _ zJ; dU) 2 _ A 2Q-l (dU _ 2* G d¢ ) 2 

_A2a(V+ W)~ (dU- ~G d¢). (2.11) 

In a recent paper by Economou and Ernst4 it was 
suggested that the so-called directional singularities 
which plague the T-S solutions at the poles, x = 1, 
y = ± 1, may simply be a coordinate effect, and these 
"points" may in fact be surfaces. In the next section we 
shall employ the line element (2.11) to show that this 
is indeed the case. 

III. GEOMETRY NEAR THE NORTH POLE 

In the neighborhood of the point x = 1, y = + 1, to which 
we refer as the "north pole," spherical polar coordinates 
provide a better chart than do the symmetrical x-y 
coordinates. The specification 

Z = 1 + [2(1 + p)/p2]r cose, p = [2(1 +p)/p2]r sine, 

(3.1) 

when expressed in terms of x and y, assumes the form 

r=[p2/2(1+p)](x-y), cose=(xy-1)/(x-y), (3.2) 

where initially we contemplate the range of €I to be 
0.<; e.<; 7T, but it should be noted that €I = 'IT corresponds 
to the surface x = 1, which cannot be regarded as part 
of the axis. 

If one is just interested in the geometry in the neigh
borhood of the north pole, it is convenient to replace 
the coordinates defined in Eqs. (3.1) and (3.2) by 
coordinates 

which closely approximate the spherical polar coordi
nates. All our former equations can be expressed in 
terms of this r-fJ coordinate system by substituting the 
expressions 

V=[4(1 +p)/p2]rcosZ(e/2), W=[4(1 +p)/p2]rsin2(e/2). 

(3.4) 

In particular, A2 is observed to be a function of e alone; 
namely, 

(3.5) 
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which for q"* 0 has finite positive upper and lower 
bounds. On the other hand, for small values of r, 

F=2/r, G =[2(1 +p)/p2]A-2 s in4 (e/2), 

Q = [P2/2(1 + p )r2]. (3.6) 

It is immediately apparent from Eq. (2.11) that if a 
singularity is to be avoided at r= 0 it will be necessary 
for 

dz 2 + dp2 _ ~ a 2(V + W)2 ~ 

to contain a factor r2. Using the relations 

and 

d 2 d 2 1 ( ) ( dVZ dWZ) 
Z + p =.- V+W (l+V)V+(l-W)W 

dF =_ dV +dW +dV 
F V+W ' 

(3.7) 

(3. B) 

we find that the necessary factor y2 can be obtained by 
attributing to the function a(p-l) the power series 
expansion 

(3.9) 

If a is chosen in the manner which we have indicated, 
then the line element induced upon the surface r = 0 is 
simply 

[P2/2(1 +P)]ds2 =A2de2 + A-2 sin2edcp2. (3.10) 

Wild has evaluated5 the Gaussian curvature of this 2-
surface, which is everywhere negative and finite, ex
hibiting no singularities whatsoever. 

IV. APPROXIMATE METRIC 

If one replaces the components of the metric tensor 
by power series in the coordinate r, the question 
naturally arises of how one should properly truncate 
the series in order to obtain a good approximation to 
the actual geometry near r= O. We propose replacing 
r by "Ar and u by "A -lu, after which the limit "A - 0 will be 
taken. The resulting approximate line element, 

[P2/2(1 + p)] ds 2 = A 2(2 drdu _ r du2 + dfJ2) 

+ A -2 sin2 e [d¢ _ (q /p )rdu ]2, (4.1) 

has been the subject of an extensive study6 by Economou, 
who not only identified the space in question as a known 
type-D vacuum solution of Einstein's field equations, 
but also verified that the Weyl tensor approximates the 
Weyl tensor invariant evaluated earlier4 by Economou 
and Ernst for the full T-S solution. For this reason we 
are confident that Eq. (4.1) does adequately represent 
the geometry near the north pole of T-S space. 

The further study of the approximate line element of 
Eq. (4.1) is facilitated by introducing a null tetrad 
(t, m, t, t*) such that 

k=du, m=A2(dr-irdu), 
(4.2) 

t= (IN"2){A de +iA-1 sine[dcp - (q/p)rduJL 

The corresponding tangent vectors are given by the 
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expressions 

k=A-2a,., m=a,.+(q/p)ral/l+ir2a,., 

t= (l//"2){A -1~ + iA csdl al/l}, 

so the Hamiltonian assumes the form 

H=A -2Pr[Pu + (q/p)rp", +ir2PrJ 

+~A -2p82 +~A 2 csc2 8P1/l2. 

(4.3) 

(4.4) 

P 1/1, Pu, and H are obviously constants of the motion, 
which we shall denote, respectively, by I, - E, and - i/l2• 
Recalling that A 2 depends only upon 8, it is obvious also 
that this space possesses a Killing tensor of the type 
which has been studied so extensively7 by Hauser and 
Malhiot. The associated constant of the motion will be 
denoted by K. As in the case of the Kerr metricB the 
existence of an extra constant of the motion will enable 
us to solve completely the geodesic problem in the 
neighborhood of the north pole of T-S space. 

Multiplying Eq, (4.4) by A2 and regarding Pr as a 
function of r alone and P9 as a function of 8 alone, we 
obtain the pair of equations 

P8 2 + A4 csc2 8 12 + A2 /l2 =K, 

Pr[- E + (q/p)lr+ir2PrJ=-iK, 

(4.5) 

(4.6) 

which determines the two functions Pr(r) and P8(B). On 
the other hand, Hamilton's equations of motion yield 

(4.7) 

where dots denote differentiation with respect to proper 
time in the case of time like geodesics, or an appro
priate parameter in the case of other types of geodesics. 

Because the positive function A 2 is bounded and never 
vanishes (for q *- 0), there is a monotonic relation be
tween the proper time (affine parameter, or proper dis
tance) and an auxilliary parameter r defined by 

(4.8)' 

It is convenient to discuss the geodesics in terms of the 
auxilliary parameter r, for it turns out that the equa
tions of motion can be solved explicitly in terms of r. 

Hamilton's equations also give the constants of motion, 

-4 . 2 (d¢ q dU) I=A sm 8 ---r-
dr P dr ' (4.9) 

(4.10) 

while Eqs. (4,5) and (4.6) can be written as follows: 

(4.11) 

(4.12) 

Using Eq, (4.10) to eliminate du/dT from Eq. (4.12), 
we obtain the key equation of motion 

f. q)2 (dr) 
2 

\E -plr - dr =Kr2, (4.13) 

which is readily solved for r in terms of the auxilliary 
parameter r, 

1093 J. Math. Phys., Vol. 17, No.7, July 1976 

After reT) is determined, the function U(T) can be de
termined using Eq, (4.10), Equation (4.11) yields the 
function 8(r), and Eq. (4,9) yields the function ¢(r). 
Finally, Eq. (4,8) can be employed in order to deter
mine the relation between the auxilliary parameter r 
and the proper time (affine parameter, or proper 
distance). 

V. TIMELIKE GEODESICS WITH 1.0 

Equation (4.11) implies that when l*-O there is a re
pulsive barrier which keeps 8 away from 0 or 11. In the 
case 1 = 0 there is no such barrier, for A 2 is a bounded 
function of 8. Consequently, if K is larger than /l2, 8 
will undergo excursions to the axis, 8 = 0, while if K 
is larger than /l2q2/p2, 8 will undergo excursions to 8 
= 1f, to which we shall refer as the" cut." If one recalls 
that 8 = 11 corresponds to the surface x = 1 in the original 
T-S space, the need to extend 8 beyond the value 11 will 
not seem so surprising. Furthermore, it has been shown 
by Wild5 that if 8 runs from 0 to 211, then the Euler cha
racteristic of the 2-surface r= 0 is zero, which corre
sponds to a toroidal or Klein bottle topology for the sur
face. On the other hand, if 8 runs from 0 to 11, then in 
general there is an extrinsic curvature cusp, which is 
only avoided for q =P = 1/-12. In the latter special case, 
the topology is that of a 2-sphere (Euler characteristic 
2).9 

All of the time like geodesics with 1=0 pass twice 
through the surface r= 0, for since K> 0, the solution 
of Eq. (4.13) is simply 

r= (E/IK) cos(lKr). (5.1) 

The proper time between successive passages through 
r= 0 is obviously finite, The greater the energy E is, 
the further the particle can get from r= O. We antici
pate that in the exact T-S solution particles with energy 
exceeding a certain amount could escape from the north 
polar region. 

When K is sufficiently large, the term A 2 /l2 can be 
neglected in Eq, (4,11), so one readily obtains an ap
proximate orbital equation, 

(5,2) 

All the exact expressions for the geodesics can be 
worked out as necessary, for the problem has been re
duced to quadratures. 

Clearly, it is necessary to extend our space across 
the r= 0 surface. We intend to discuss this question at 
length in a future paper. At the present time let it suf
fice to mention that one of the more interesting possi
bilities involves the identification of the north and south 
polar r = 0 surfaces. 

Since a distinct r= 0 surface arises when one uses a 
retarded time coordinate instead of an advanced time 
coordinate, one can identify the future north polar r = 0 
surface with the past south polar r = 0 surface, and the 
past north polar r = 0 surface with the future south polar 
r= 0 surface. The resulting "wormhole" structure is 
not terribly far-fetched if one contemplates that the 
natural source for the T-S solution is a rotating torus 
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of matter. In the Weyl z-p coordinates the surface of 
the material torus would resemble a spheroid, large 
enough at the equator to contain the outer ring singular
ity, and extending to the north pole (z = + 1, p = 0), and 
to the south pole (z = - 1, p = 0), where the wormhole 
mouths are located. 

VI. NULL GEODESICS WITH I = 0 

The positive-K null geodesics resemble the large-K 
time like geodesics. The K= 0 null geodesics constitute 
the shear-free, twist-free, and expansion-free princi
pal null geodesic congruence upon which our null tetrad 
was based. For these null rays 8 is constant, while r 
varies linearly with T. It would seem reasonable to ex
pect the corresponding null congruence in the exact 
T-S space to consist of light rays coming in from all 
directions to impinge upon the future north polar r = 0 
surface. By symmetry one would expect another con
gruence of incoming light rays which impinge upon the 
future south polar r= 0 surface. In the specific model 
which we have been considering these null geodesics 
could be extended through the wormhole and generate a 
pair of outgoing null congruences. This picture would be 
consistent with the known algebraically general Petrov 
type of the T-S space, for there must be four different 
principal null directions at each space-time point. 

VII. SPACELIKE GEODESICS WITH I = 0 

In the case of space like geodesics K must be no less 
than the smaller of the two quantities Jl2 and Jl2q2 jp2. 
Space like geodesics with K? 0 reach r = 0 with a finite 
proper distance, and these geodesics can be extended 
past that surface, On the other hand, spacelike geodesics 
with K < 0 correspond to 

r= ro exp(-'; - K T), 

and E = O. These geodesics approach r= 0 infinitely 
slowly. 
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(7.1) 

If one restricts attention to the symmetry axis, where 
A 2 = 1 and K = Jl2, our findings based upon the approxi
mate metric (4.1) are completely consistent with an 
earlier studylO of axial geodesics in T-S space by 
Gibbons and Russell-Clark. 

VIII. CONCLUSIONS 

We believe that the discovery of the Simplified re
presentation (2.4) of the 6 = 2 T-S solution of Einstein's 
vacuum field equations has transformed this solution 
from one spurned for its complexity into one which can 
now be studied seriously. It would not be surprising to 
us if a coordinate system were discovered soon in which 
a principal null congruence played a dominant role. Our 
speculations will then be easier to prove or disprove. 
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Approximate form of the Tomimatsu-Sato 0 = 2 solution 
near the poles x=1, Y= ±1 

John E. Economou 

Department of Physics, Illinois Institute of Technology, Chicago, Illinois 60616 
(Received 14 August 1975) 

A consideration of the line element for the Tomimatsu-Sato 8 = 2 solution near the poles x = I, y= ± I 
reveals the existence of a metric which is nonsingular there. The further study of this metric indicates that 
it corresponds to a vacuum, type D gravitational field. and. as such. it is among those type D vacuum 
solutions specified by W. Kinnersley. Reasons are given in support of the belief that the derived metric is a 
valid approximation to the exact T -S solution close to the poles. 

I. INTRODUCTION 

The recent determination1 of the curvature invariants 
for the Tomimatsu-Sato (; = 2 spinning mass field has 
done much to clarify the singularity structure of this 
space-time. The study of those invariants has shown 
that the directional singularity of Tomimatsu and Sat02 

is not actually a singularity; the values which the invari
ants attain depend on the manner in which one approaches 
the poles, x = 1, y = ± 1, but these values are never 
infinite. This immediately suggests the possibility of 
casting the metric tensor into a form which remains 
nonsingular at the poles. Such a transformation of co
ordinates could possibly reveal that the points x = 1 , 
y = ± 1 are actually surfaces; the directional dependence 
of the values of the curvature invariants would then 
arise as a result of approaching different points on these 
surfaces. 

Some recent work3 by Ernst has shown that it is 
possible to express the exact T-S (; = 2 solution in a 
more tractable form. With the T-S solution in this new
ly discovered form, Ernst has been able'to define a 
system of coordinates in terms of which the metric ten
sor remains finite at the poles. The present paper con
siders that metric which results from a specific lower 
order approximation to the exact T-S solution. The 
space-time defined by this metric is found to cor
respond to a vacuum gravitational field which is Petrov 
type D. This fact is not too surprising, because the 
exact T -S solution is type D along the symmetry axis 
y2= 1 and along the surfaces x=± 1. 1 Furthermore, the 
calculation of the Weyl tensor component Co for the 
approximate metric gives a result which agrees with the 
exact expression for Co, when this expression is ap
proximated to the lowest nonvanishing order. These 
two results seem to indicate that the "type D" metric is 
a valid approximation to the T -S solution near the 
poles, in the sense that the geometry of the T-S solu
tion can be represented by the type D geometry there, 
Finally, the approximate metric is shown to correspond 
to one of the type D vacuum solutions studied by 
Kinnersley,4 

II, APPROXIMATE FORM OF THE T -S 8 = 2 
SOLUTION 

In the complex potential formulation of axially sym
metric, stationary gravitational fields, which is due to 
Ernst,5 the determination of the geometry of space-
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time is reduced to finding the solution of a nonlinear 
partial differential equation of the form: 

(~~* _1)V2~ = 2~*V~ 0 V~, 

The T-S (; = 2 solution corresponds to the rational 
function ~ = N/ D, 6 where (in prolate spheroidal 
coordinates) 

(1) 

N = p2(X4 _ 1) + q2( y4 _ 1) _ 2ipqxy(:x2 _ y2), (2a) 

D = 2px(x2 - 1) - 2iqy(1 _ y2), (2b) 

With this result, the metric can be written in the Weyl 
form as 

(3) 

where i=A/B, 
p2 = p4(X2 _ y2)3A-1 , W = 4qp-1CA-l(1 - y2), and (4a) 

A = [p2(:x2 _1)2 + q2(1 _ y2)2]2 _ 4p2l(x2 -1)(1 _ y2)(:x2 _ y2)2, 

B = [p2(X4 _ 1) + q2( y4 _ 1) + 2px(:x2 _ 1)]2 

+ 4q2y2[pX(X2 _ y2) + (1 _y2)]2, (4b) 

C=p2(:x2 -1)[(:x2 -1)(1- y2) _4x2(X2 _ y2)] _ p3X(X2 _1) 

X [2(x4 _ 1) + (x2 + 3)(1 _ y2)] + q2(1 + px)(1 _ y2)3, (4c) 

The specific method of apprOXimation which was 
utilized in our work consisted of keeping only the domi
nant term in each of the expressions (4a)-(4c) when 
close to the pole region x = 1, y = 1 (we restrict atten
tion to y = 1, although the entire analysis is also valid 
for y = - 1, with some minor modifications), This 
manner of approximating the metric must, of course, 
be justified at some point. If one assumes its validity 
for the present and denotes :x2 - 1 and 1 - y2 by V and W 

respectively, then the metric assumes the following 
approximate form: 

2 al (dV2 d~) 2 
ds = V + W V + -W- + a2 d¢ 

-2a3(V+ W)d¢dT-a4(V+ W)2dTl, 

where the functions ai, a2, a3, and a4, 

a1 = 2(1 + p)(p2~ + q2~)/[p4(V + W)2], 

a2 = 8(1 + p)VW/(p2~ + q2~), 

Copyright © 1976 American Institute of Physics 

(5) 

(6a) 

(6b) 
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a3 = 2pq VW / (p2lfi + q2Uf2) , 

a4 = (p2V2 + lUf2)/[8(1 + p)(V + W)2] 

- pVVW/[2(1 + p)(p2V2 + q2Uf2)], 

essentially depend only on the ratio of V and W. 

It was found by Ernst3 that by introducing the 
coordinates 

r= tpZ(l + p)-l(V + W), 8= 2 cot-lv'v!W, 

and by defining 

du = dT+ dr/r, 

d1J' = d1J + qdr/pr, 

N = (p2VZ + lUf2)/[p2(V + W)2], 

the metric can be put in the form: 

h1 + p)-lpz ds z=AZ[(2 dr-r du)du + d&2] 

+ A _Z sinZe[d¢' - (q/ p)rdu)2, 

(6c) 

(6d) 

(7) 

(8a) 

(8b) 

(8c) 

(9) 

which remains nonsingular at the pole, where r= O. (It 
should be noted that for the T -S metrics x is inter
preted as a radial coordinate, with the range - 00 < x< 
00, while y is interpreted as an angular coordinate, with 
the range - 1 "" y "" 1. In this paper, the region x?- 1 is 
being studied. Therefore, r= 0 corresponds to the pole 
x = y = 1. ) With the line element in the above form, it 
is evident that the pole r= 0 corresponds to a surface 
whose metrical properties are described by the follow
ing induced metric: 

(10) 

III. ANALYSIS OF THE APPROXIMATE METRIC 

At this point it is appropriate to consider the ap
proximate metric as a given exact solution to the 
Einstein field equations, in order to determine certain 
characteristics of the space-time defined by the 
metric. Such an analysis will reveal whether or not the 
derived metric can be considered as a valid approxima
tion to the T-S metric close to the pole. One cannot 
know initially, for example, what the Petrov type of the 
metric is, or if the metric corresponds to a vacuum 
solution. 

During the course of our work, it was found advan
tageous to introduce the following null tetrad (for the 
present, A is being considered as an arbitrary function 
of ti): 

k=dll, 

m = A2(dr - ~r du), 

t=A-l sin8[d1; - (l/v'2) qp-lrdu]' 

with 

d1; = (1/v'2) (dq:" + iA2 csc8de), 

(lla) 

(llb) 

(lle) 

(12) 

in terms of which the metric tensor is given by the ex
pression g "V = 2k("mv ) + 2t("t:). Alternatively, one has 

du =Il, 

dr=A-2 m + ~rll, 
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(13a) 

(13b) 

dl; = A csc e t + (1/ ..(2)qp-l rk, 

de= (i/v'2)A-l (t* - t). 

(13c) 

(13d) 

In null tetrad form, the equations involving the affine 
connection can be written as7 

dk = Pk + v* t + v t* , 

dm = - Pm + wt + w* t*, 

dt= - w*k - vm + iQt, 

(14a) 

(14b) 

(14c) 

where v, u=P+iQ, and ware the connection 1-forms. 
One can express v, as well as u and w, in terms of 
its null tetrad components as 

(15) 

The null tetrad components of the connection forms are 
also referred to as the spin coefficients. In particular, 
vk ' Vt, Rev t*, and Imvt* correspond to the geodesy, 
shear, expansion, and twist, respectively, of a con
gruence of rays. The use of expressions (lla)-(llc), 
(13a)-(13d), and (14a)-(14c) results in the following 
expressions for the spin coefficients: 

Vk=Vt=Vt*=O, 

vm = - (1/2.f2)qp-lA -3 sine _ (i/2v'2)A-l 0 ~n:2 , 

(16a) 

(16b) 

(16c) 

(16d) 

(16e) 

Therefore, v=vmk, w=wkm, and u=Pmk+utt* +ut*t. 
Proceeding further, the field equations are given by the 
follOWing expressions: 

dv + vu = C2B_l + ClBo + (Co + R/12)Bl 

+ tSkk~l + ~SktB~ + tSttBi , (17a) 

du - 2wv = - 2ClB_l - 2(Co - R/24)Bo - 2C_lBl 

- Skt*B~l - Stt*B~ + SmtBi, (17b) 

dw - wu = (Co + R/12)B_1 + C _lBo + C _2Bl 

(17c) 

where B+l = kt, Bo = km + tt*, and B_1 = mt*, and where 
the numerical subscript denotes spin-weight. Using the 
field equations, in conjunction with the connection one
forms, one can obtain expressions for the Weyl tensor 
components and the stress-energy tensor components. 
These are: 

C 2 = Cl = Col = C_2 = 0, 

Skk= Skt = Skt* = Smm = Smt = Smt* = 0, 

R i _lOVm 
CO + 12 = 12 A ae+ vmUt*, 

R i 1 GWk i 1 o InA Z 
Co+I2=- -f2 A- a-e- f2 A- -ae-"Wk-WkUt , 

( R\ A 2 aPm 2 
- 2 Co - 2'4) - Stt* = - - ---ar-- + WkVm 

John E. Economou 

(18a) 

(18b) 

(18c) 

(18d) 

(18e) 
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( R) i 1 0 ( ) - 2 Co - 24 + Stt* = - 12 A- ae U t + U t* 

- ~ A -l(U t + ut*) °e In (A -1 sine), 
,f2 0 

(18f) 

(18g) 

(18h) 

From the spin coefficients (16a)-(16e), it is found that 
Eqs. (lBc) and (lBd) are identical. Furthermore, Eqs. 
(18g) and (18h) imply that Stt=St*t*; that is, Stt is real. 
Restricting our attention to the particular expression 
for A given by (Bc), Eqs. (18a)-(lBh) give 

(19) 

and 

(20) 

The above results show that the metric corresponds to 
a vacuum, type D (Cot-O; C2 =Cl =C_l =C_2 =0) solution 
of Einstein's gravitational field equations. The vanish
ing of the Weyl component C 2 and the spin coefficients 
v

k
' vI' and v t* indicate that k is a principal null direc

tion and that the space-time admits a nontwisting, non
diverging, shear-free null geodesic congruence of rays. 
Since all of the possible type D vacuum solutions have 
been enumerated by Kinnersley, 4 the above metric must 
be a known solution. This point will be considered in 
greater detail below. 

IV. CONCERNING THE VALIDITY OF THE 
APPROXIMATION 

The question which has remained unanswered, thus 
far, is concerned with whether, or not, the space-time 
geometry of the exact T-S solution can be accurately 
portrayed by the geometry of the "type D" metric when 
one is close to the pole. We believe that there are 
several good reasons which justify the use of the ap
proximate metric. To begin with, the exact T -S 0 = 2 
solution has been shown to be algebraically general 
everywhere except along the symmetry axis l = 1 and 
along the surfaces x = ± 1, where it is Petrov type D. 1 

Thus, it seems plausible that the region of space-time 
near the point x = 1, y = 1 could be approximated by a 
type D solution of the gravitational field equations. 
Secondly, if one considers the exact expression for the 
Weyl tensor component Col: 

where T= 2 - px(x2 - 3) - iqy(3 - y2) and Z = (N + D)/ 
(x2 - y2), then, in the neighborhood of x= 1, y= 1, it 
can be shown to be approximately equal to 

(21) 

which, except for a constant factor of - t(1 + p)-lp2, 
agrees exactly with Eq. (20), the expression for Co ob
tained through use of the type D metric. 8 Finally, one 
would expect to be able to find a vacuum solution which 
approximates the vacuum T-S solution near the pole. 
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V. COMPARISON WITH KNOWN TYPE D METRICS 

As was mentioned above, the approximate metric, 
Eq. (9), must correspond to a known type D vacuum 
solution. Our tetrad can, in fact, be shown to be related 
to the tetrad found by Kinnersley4 for those type D 
vacuum metrics which admit nontwisting, nondiverging 
rays. In terms of the covectors k, m, and t, our tetrad 
can be written as 

k=A-2ar , 

m=au +qp-1ra<f, + ~rar' 

t = (1/ -12)(A csc e a<1l + i A -laB)' 

(23a) 

(23b) 

(23c) 

where, for example, ar r d = a / ar in a more familiar 
notation. To facilitate comparison with Kinnersley's 
work, we give here the expression which he obtains for 
the only nonvanishing component of the Weyl conform 
tensor: 

<P= <P2 = (m + il)(x + ia)-3, (24) 

which is related to expression (20) for Co. By setting Co 
= -~, one can identify 

x = 4[p2 - sin2
( 6/2)], 

a= -4pq, 

m = 32p2(p2 _ q2), 

l=-64p3q , 

and, with a little algebra, it becomes evident that 

x 2+a2=16p2A2, 

e = 2A-2 sin2 6, 

(25a) 

(25b) 

(25c) 

(25d) 

(26a) 

(26b) 

where e=[2amx+l(a2-x2)]/[2a(x2+a2
)]. The further 

identification 

r' =A2r, y= </>, 1(' =-1/ (27) 

enables one to express the tetrad vectors, Eqs. (23), 
as: 

k= a;, (28a) 

m= - au' + lr'2[2a(x2 + a2)]-lar' - 4ar'(x2 + a2)-lay , (28b) 

t= - 2ir'xHx2 + a2)-lar' - i~ax + ~-lay, (28c) 

which is consistent with the tetrad found by Kinnersley. 

VI. CONCLUSION 

It is extremely interesting that the algebraically gen
eral T-S solution can be approximated by a type D solu
tion near the points x = 1, y = ± 1. The type D metric has 
several desirable properties which make it a natural 
tool for studying the geometry of the T-S solution in the 
regions of the poles. To begin with, the metric reveals 
the nonsingular nature of the points x = 1, y = ± 1 and the 
fact that these points are actually surfaces. This latter 
result verifies what was previously suspected from the 
Weyl tensor calculation. 1 Furthermore, the approximate 
metric is of importance when one is considering the 
geodesic problem in the neighborhood of either pole. It 
has been shown by ErnsP that this space-time admits 
an additional constant of the motion which is associated 
with a Killing tensor; it is possible, therefore, to 
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analyze the geodesic problem completely. In his work, 
Ernst discusses the nature of timelike, spacelike, and 
null geodesics close to the poles and the relevance of 
these geodesics for the exact T-S solution. 

A preliminary analysis by Ernst and Wild has 
indicated that the study of the topology of the T-S solu
tion near the poles merits further attention. Hopefully, 
future work on this problem will contribute to an even 
deeper understanding of the T-S solution. One aspect 
of this work, for example, would be concerned with 
possible sources of the T-S field. Another interesting 
area of research involves the T-S 6 = 3 solution and the 
possibility of analyzing this space-time in terms of an 
approximate metric. The question naturally arises as to 
whether the geometry of the pole regions can be ap
proximated by a type D metric. A determination of the 
Weyl tensor invariants would indicate whether a type D 
geometry is feasible. If it happens that a similar analy
sis can, in fact, be carried to completion for the 6 = 3 
solution, then one would be in a good position to specu
late on the entire class of T-S solutions. 
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The solution to an inverse problem in stratified dielectric 
media 

B. Gopinath 

Bell Laboratories. Murray Hill. New Jersey 07974 
(Received 15 December 1975) 

We solve the problem of determining the average dielectric constant and thickness of the layers that 
constitute a stratified dielectric medium from measurements of transmitted power at a single frequency. 
Each sample of the medium that is available for measurement is modeled as a stack of .. n" layers of 
dielectrics of thicknesses Ii and dielectric constants Ki (see Fig. I). We assume that n. Ii' Ki• i = 1.2 •...• are 
all independent random variables and their values. of course. depend on the particular sample and the layer 
indexed by "i". Furthermore. it is assumed that the I, are identically distributed with some exponential 
distribution and that the Ki are identically distributed. There are no other constraints or assumptions about 
these distributions except the following which are made more precise in the text: (1) The various averages 
of interest are finite. (2) Distributions which precipitate certain singular conditions (which is not a problem 
in "almost all cases") are excluded. Then the method described in this paper determines uniquely: (1) the 
average of the thicknesses of the layers Eli; (2) the average of the dielectric constants EKi from 
measurements of transmitted power and without any further knowledge of the distributions of Ii' K" or n. 
We remark that the theory presented here applies also to acoustic or mechanical systems with the 
appropriate interpretation of the physical parameters. 

The direct problem of determining the properties of 
wave propagation in a nonuniform medium has been the 
subject of many recent papers. 1-4 The medium is gen
erally modelled as an assemblage of layers of varying 
thicknesses and dielectric constants. Related are the 
models of disordered linear chains (DLC) introduced by 
Dyson. 5 (A D LC is a chain of one-dimensional simple 
harmonic oscillators each coupled to its nearest neigh
bors where the moments of inertia and strength of 
coupling are random variables.) These models serve to 
characterize nonuniformities in the medium. Though 
considerable attention has been focused on the direct 
problems, e. g., determination of moments of solutions 
of the wave equation, transmission coefficients, spectral 
functions, etc., the author knows of no work which at
tempts to determine the averages of the parameters of 
a model of a medium from averages of solutions to the 
wave equation or transmission coefficient, etc. Of 
course for a linear medium when measurements can be 
made at all frequencies the problem for each sample 
of the medium reduces to the inverse problem6•7 in 
either the discrete or continuous version depending on 
the modeL However when measurements are made at 
only a single frequency, the solution in the nonrandom 
case is of no apparent help. 

In this paper we solve the problem of determining the 
average dielectric constant and thickness of the layers 
that constitute the medium from power type measure
ments at one frequency. Each sample of the medium 
that is available for measurement is modelled here as 
a stack of n layers of dielectrics of thicknesses li and 
dielectric constants Ki (see Fig. 1). Here n, li' and Ki 
are random variables and their values depend on the 
particular sample of the medium and the layer indexed 
by i. We assume throughout that n, li' Kj, i = 1, ... , 
are all independent random variables. Furthermore, 
it is assumed that the l i are identically distributed with 
some exponential distribution, and that the K j are iden
tically distributed. Such models have arisen in modeling 
plasmas as in Ref. 8 for example. 
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There are no other constraints or assumptions about 
these distributions except the following: 

(1) The various averages of interest [made precise in 
Eq. (20)] are finite. 

(2) Distributions which precipitate certain singular 
conditions (which is not a problem in "almost all cases") 
are excluded. 

Then we show that the method described below deter
mines uniquely: 

(1) The average of the thicknesses of the layers Eli' 

(2) The average of the dielectric constants EKi • 

Each sample of the medium is sandwiched between 
distinct dielectriC systems L i , R j , i = 1, 2, 3, 4, 
j = 1, 2, 3, 4 as shown in Fig. (3), For each i, j the trans
mitted power from a plane monochromatic electromag
netic wave of known intensity, normally incident on the 
system is measured. The average reciprocal power 
transmission coefficient9 of the samples of the medium 
is calculated for the sixteen possible choices of L j and 
R j • From these sixteen measurements the "average 
power transfer matrix" can be determined. The eigen
vectors of this matrix are shown to contain all the in
formation needed to determine the required averages. 

The surprising nature of this result, namely that with 
no knowledge about the distributions of Ki and n it is 
possible to determine uniquely the averages of l, and 
K l , stems from the rich structure that the power trans
fer matrix of a single layer has [see Eqs. (22)-(28)]. 
Since this structure has primarily only mathematical 
interest the proofs of various propositions are relegated 
to the Appendix. 

1. PRELIMINARIES 

Let us consider a sample of the transmission medium. 
Suppose it consist of n dielectric layers of thicknesses 
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FIG. 1. 

ll' 1z, .. " In stacked as shown in Fig. 1. The dielectric 
constant of the ith layer is K i • We assume plane wave 
propagation throughout. Denote by x the distance along 
the direction of propagation (see Fig. 1). The space 
dependent part of the electric field e(x) in the sample of 
the medium then satisfies Eq. (1) 

d
2
e(x) Q2( ) ( ) 

~+I-' x, we x :=0, O,,;x<xn, 
(X 

where 

j3Z(x, wl = WZlloE.of{i(W) = f3 i
z, X;_l ~ X < Xi' 

i 

O=xo and x;='i:il j , i=l,.o<,n, 
j·l 

w,; 11 oE. 0 is the free space wavenumber, 10 and K;(w) of 
course is independent of w for a linear medium. Let 
Z~=[e(xi)' e'(x i11. Then it is easily seen from (2) that 

(1) 

(2) 

(3) 

[ 
e~Xi) ] = [COSj3~li (l/i3 i) Sin i3 iliJ[ ~(Xi_l)J . (4) 

e (Xi) - j3i smi3il i cosi3i1 i e (X i_1) 

(Superscript" t" denotes transpose of a matrix or vector 
and prime denotes differentiation w. r. t. x. Whenever 
convenient, arguments of functions will be omitted.) 
Hence 

(5) 

where Fi stands for the matrix appearing on the right
hand side of (4). 

Represent the two independent solutions of (1.) for ini
tial conditions 11(0) = 1, u' (0) = 0 and u(O) := 0, U '(0) = 1 
by Ul (x) and uz(x) respectively. Then 

[

lf1(X n) IIZ(Xn)] = FnF n_1 ,0 ·F1 ~ <Pn. (6) 

If; (x n) u~(x n) 

<Pn is called the fundamental matrix of the system of 
dielectrics consisting of layers 1,2, ... ,11. 

2. DESCRIPTION OF THE MEASUREMENTS 

In order to understand the measurement contemplated 
in this paper let us sandwich this sample between two 
dielectric media in which measurements are made as 
shown in Fig, 2. 

Let I'll and i3 r be related in the obvious way2 to K/ and 
Kr for the dielectric media at the left and right respec
tively. Let a plane monochromatic electromagnetic 
wave of radian frequency w be normally incident on the 
sample of transmission media. Part of this wave will be 
reflected into the boundary dielectric on the left, and 
part will be transmitted into the boundary dielectric on 
the right. Normalizing the amplitude of the incident 
wave to unity we represent the amplitude of the reflected 
and transmitted waves by Rand T. By power type mea
surements we mean measurement of TT or RR, which 
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w 

FIG. 2. 

of course have no information in them of the phase of 
the transmitted or reflected wave. Here - denotes com
plex conjugation. We now calculate TT by relating it to 
the fundamental solutions of (1). Then e(x) can be ex
pressed as follows: 

e(x) = exp(- if3 l x) + R exp(ii3/x), x,,; 0, 

e(x) = Al ll} (x) + A Zu2(x) , 0,,; x,,; x"' 

e(x) = T exp[ - ii3r (.-x: - X n) 1, x? xn • 

Making use of the continuity of e(x) and e' (x) at x = 0 
and X = X n' we can eliminate Al and A2 and obtain 

or 

Let [if3/ - 11 = b; and [1, - if3 r l = b~. Then from (6) 

4;3/z_ t -1 -t -1-
---- b/<pn brb1<Pn br• 
TT 

(7) 

(8) 

(9) 

(10) 

(11) 

(12) 

(13) 

The re~iprocal power transmission coefficient (RPTC) 
is l/TT. Hence 

4(3/2_ _ - t -1 -1 ---=- (b/(;:) b/) <Pn ® <Pn (b r ® by), 
TT 

(14) 

G<; here denotes the standard tensor product. 

It was shown in Ref. 9 that if II = 1 then just by chang
ing the dielectric media on the left and right of the 
"slab" the average of interest can be determined. How
ever when Ii "> 1, this is not so, The problem still can 
be solved by placing known dielectric systems on the 
right and left as shown in Fig. 3. 

Let L i , i = 1, 2, 3, 4, R j , j = 1, 2, 3, 4 be the fundamental 
matrices for two sets of dielectric systems L i and R j • 

By changing Li and R j we get information about the 
power transfer matrix <Pn® <Pn. The fundamental matrix 
for the composite system then is Rj<PnLi' Then a total 
of sixteen measurements yields 

FIG. ~. 
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~= (b @ b )t(L:-1@ L71)<I>-1@ <I>-1(R71@ Wl) 
(TTJi} Z 1_' , n n } J 

X (bT@ bTl, i, j = 1, 2, 3, 4. (15) 

If (b l ® bl )tLjl@ Li1 and (Rjl@ R jl)b/ZJ bT are linearly 
independent, then the sixteen measurements in (15) yield 
<I>~1 @ <I>~1 uniquely. Since L; and R J have a special struc
ture we have to prove that we can find dielectrics which 
allow these vectors to be linearly independent. That is 
the content of the following lemma. 

Lemma 1: Let K_i' Z_; be the dielectric constants and 
lengths for a set of dielectrics L;, i = 1, 2, 3, 4, such 
that 2{3_;Z_; = 1T/2 for i = 1,2,3,4 [(3_i as inJ2)]. If {3_i are 
all distinct, then the set of vectors (b z@ bl )tLjl@ Li1 

are linearly independent. 

Proof: See Appendix, 

It is _clear that a similar result holds for (Rj1@ Rj1) 
x (b/g br), j = 1,2,3,4. 

Let C denote the fundamental matrix of a sample of 
the medium then the average value of C@ C can be de
termined uniquely by measuring the RPTC for the 16 
cases given by (15) as follows. From (15), 

E 4~2 = (b ® b )1(L.-1((; L.-1)E[(C-1@ C-1)] 
(TT);} I I , , 

X (R/1 g R/1)(b r @ bTl, i, j = 1,2,3,4, (16) 

so that from the 16 measurements of RPTC we have 
E[ C-1 ((; C-1 ]. But 

E(C-1((; C-1) =B En(<I>~l@ <I>~l)Pm 
n=l 

(17) 

where Pn is the probability that the sample consists of 
n layers and En denotes conditioning with respect to n, 

Since the determinant of <I>n= 1 for all n, the elements 
of <I>~1 are related Simply to the elements of <I>n and hence 
those of C and C-1, 

(G-1)11 = C22, (C-1)12 = - C21 , 

(C-1)22= Cll , (C-1)21 = - C12 , 
(18) 

Since these relations are independent of the values of 
any of the random variables we can determine EC@ C 
from EC-1@C-1 using (18), 

~ 

EC((; C='2]PnEn<I>n@ <I>no 
n=l 

Using F to denote the fundamental matrix of a single 
layer 

En<I>n@ <I>n= [EF@ F]n, (19) 

since the parameters of each layer are independent 
identically distributed, hence 

~ 

EC® C ='2] (EF@ F)npn • 
n=l 

(20) 

If T is the eigenvalue of largest magnitude of EF@ F 
then lim,_ ~Pn1/n < liT is sufficient to guarantee the finite
ness of EC@ C. We will assume throughout that this is 
so. 

We will be determining all the averages from the eigen
vectors of EC@ C, when EC@ C has distinct eigenvalues. 
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As we will show in Sec. 3, the eigenvalues of EF@ F 
are distinct in "almost all cases. H However even if this 
is so, EC@ C may have eigenvalues which are equal. 
No two eigenvalues of EC((; C are equal when with '\;' 
i = 1,2,3,4, denoting the eigenvalues of E(F@ F) we 
have 

~ 

'2] Pn(A~ - Aj) * 0 if i* j. 
n=O 

(21) 

This is only a mild condition on the distribution of n. 
We need not know a priori whether this is so, because 
the measurements in (16) yield EC((; C and hence we just 
have to check whether EC@ C has distinct eigenvalues or 
not. We will assume in what follows that EC@ C has dis
tinct eigenvalues wherever needed. 

3. POWER TRANSFER MATRIX OF A SINGLE LAYER 

We derive here the power transfer matrix for a single 
layer. Since from (4), F; is known in terms of {3; and 
Z;, for the ith layer, we can omit the SUbscript i and 
write for a single layer, 

F= [ cos{31 (1/{3) Sin{3Z] . 

- (3 sin{31 cos!31 

From this it can tediously be checked that 

EF@ F= Q!3 a 1 Q!s Q!2 4A, 
Q!3 Q!s Q!1 Q!2 

where 

Q!1 =tE(1 + cos2!3Z), 

Q!2 = tE(sin2!311{3) , 

Q!3 = - t E(!3 sin2!3Z), 

Q!4 = tE(1/{32)(1- cos2{3Z), 

Q!s = - tE(1- cos2!3Z), 

Q!s = tEj32(1 - cos2{3Z). 

(22) 

(23) 

(24) 

(25) 

(26) 

(27) 

(28) 

From (23) and (27) it is clear that Q!1 - Q!s = 1, Q!s < O. 
From (26) and (28) it is easily seen that Q!4 and Q!s are 
positive. 

From (22) we can show that one of the eigenvalues of 
A is 1 and (0, - 1, 1, O)t is the corresponding eigenvector 
since Q!1 - Q!s = 1. If we denote the other eigenvalues of 
A by~, ~, As we can by calculating the characteristic 
polynomial of A show that ei = A; - Q!i are the roots of 
the following polynomial: 

X(e) = e3 
- Q!se2 - (Q!40's + 4Q!2Q!3)e + Q!4Q!S Q!S- 20'~Q!4 - 2Q!~Q!s 

(29) 

= (e- Q!s)(e2 - Q!4Q!S) - (4Q!2Q!3 e + 2Q!~Q!4 + 2Q!~Q!s). (30) 

It can easily be shown that xU Q!4 Q!s) < 0 which implies 
that x( e) has a positive root greater than ,; Q!4 Q!s' Denote 
this root by 81, Now from (26), (27), and (28) an appli
cation of Schwartz's inequalityll shows that Q!~ < Q!4 Q!s 
whenever {3 and Z can assume more than one value. As-
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suming this is so 

81 + Cl!1 = \ >..; Cl!4 Cl!6 + Cl!1 > Cl!1 - Cl!s = 1. (31) 

Furthermore it can be seen from the representation 
of X(8) in (30) that the other two roots 82, 83 are either 
complex or, if real they are negative. Since X(8) has 
real coefficients the roots are distinct when they are 
complexo It is conceivable that these two roots coincide 
when they are reaL However, it can easily be checked 
out that when (3 can assume only one value, these are 
complex, hence also when (3 has small varianceo There
fore except at most for a set of values of Cl!/, i'" 2 which 
are solutions of some nontrivial algebraic equation, the 
eigenvalues are distinct. Hence, for our purposes we 
will assume that the eigenvalues of A are distinct. 

The structure of the eigenvectors of A is the subject 
of the lemmas that follow. The proofs are found in the 
Appendix. 

Lemma 2: Let (eb e 2, e3, e4)t be an eigenvector of A 
corresponding to the eigenvalue e, then (e4 , e3 , e 2, el)t 
is the eigenvector of At corresponding to e. 

Lemma 3: If 1 is distributed exponentially and (3 can 
assume more than one value, then an eigenvector 
(el' e2 , e3 , e4 )t corresponding to any eigenvalue of A not 
equal to 1 can be normalized such that e2 = e3 = 1. 

Hence for our purposes we can assume that the eigen
vectors of A can be normalized in such a way that the 
eigenvectors corresponding to the eigenvalues 1, \, X2, ~ 

are respectively 

o 
1 

-1 

o 

~ 

1 

1 

1 

1 

1 

1 
(32) 

With ai, bi as above we have the following lemmas. 

Lemma4:aibj+biaj=-2, i*j. 

4. DETERMINATION OF THE AVERAGE OF Ii. ~i 

We now show that knowledge of ai' bi give us a set of 
equations that the Cl!/ s must satisfy. F rom these equa
tions we can uniquely determine the averages of 
interest. 

Since we assume that the eigenvalues of EG x G (Eq. 
(20)] are distinct, the eigenvectors of EG x G are the 
eigenvectors of EFt19 F hence of A. Thus, from the set 
of 16 measurements described previously we can 
determine uniquely the eigenvectors of A normalized as 
in (32). 

Writing out the equations that the eigenvectors satisfy 
we see that 

(33) 

Using these expressions for Xl we can arrive at the 
following equations for Cl!i, i = 2, 3, 4, 5, 6 in terms of 
ai' b i , i= 1, 2, 3: 
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2-~bl -ar b1 -~ 0 
Cl!2 

2 - a2b2 - a~ b2 - a2 0 
Cl!3 

2 - a3b3 - a~ b3 - a3 0 
X Cl!4 =0. (34) 

- bf 2 - albl 0 - b1 al 
Cl!s 

- b~ 2 - a2b2 0 - b2 a2 Cl!6 
- bi 2 - a3 b3 0 - b3 a3 

It can be shown that any four rows of this matrix are 
linearly dependent so that the ratios Cl!il Cl!f are not uni
quely determined by these equations. 

However, we can use the fact that the Ii'S are expo
nentially distributed to simplify the expressions for the 
Cl!i'S in (23)-(28). Suppose the l;'s are exponentially 
distributed with parameter X, that is 

Prob{li"" x} = 1 - exp(- Ax). 

Then the average of each of the Ii is 

Eli = 1/X. 

(35) 

(36) 

In this case then we can further simplify the expres
sions for Cl!i, i = 1, 2, •.. ,6. Take, for example, Cl!6: 

Cl!6=%E(32(1- cos2(31) 

(37) 

i. e., 

(38) 

where 
1 

a= E X2 +4(32, (39) 

and EB denotes conditioning with respect to (30 A similar 
treatment of Cl!i' i = 1, 2, '0.,5 yields the following: 

Cl!4 = 2a, 

X2a 1 
Cl!s=T-z' 

X2f
X2a 1J 1 2 

Cl!6="4LT-z +ZE(3. 

Now using (41) and (44) we have 

Cl!2 = (A/2) Cl!4' 

and (42) and (44) give 

Cl!3 = (A/2) Cl!s 0 

(40) 

(41) 

(42) 

(43) 

(44) 

(45) 

(46) 

(47) 

Using these relations we can eliminate Cl!2' Cl!3 from 
the first two equations in (34) yielding 
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(48) 

Since Al ~ al bz - b1 ~ if- 0 (see Lemma 5), for (a4 , as) if- 0 
to be a solution of (48), >.. must be a root of the equation 
(writing the appropriate determinant equals zero, and 
using Lemma 4), 

4Al (2 2) 7= 2 tli - a 2 - ~aZA1' (49) 

Hence the value of >.. > 0 satisfying (49) gives the average 
thickness! [From (36)]. Furthermore, using this value 
of >.., we can find a s/ a4 = r (say) from (48). Hence from 
(44) 

>..2a/2 - t = 2ra, 

a=1/(>..z-4r), (50) 

Now since ai if- 0 for some i from one of the last three 
equations of (34) as can be determined and hence E{32 
from (45). 

5. SUMMARY OF THE METHOD 

We summarize now in 12 steps the method of deter
mining Eli, EKi . 

Step 1: Select boundary dielectric systems such that 
(b z® bz)1 L-/® Li1 and (Rjl® Ri)br ® br are for i,j 
= 1,2,3,4 two sets of linearly independent vectors. 

Step 2: Sandwich each sample between Li and R j as 
shown in Fig. 3. 

Step 3: Let a monochromatic plane wave of known in
tenSity and radian frequency w be directed normally at 
the composite system as in Fig. 3. Then measure the 
amplitude of the transmitted wave for each of the sixteen 
pairs of boundary dielectrics. 

Step 4: Calculate the average of the reciprocal power 
transmission coefficient (15) for each of the 16 pairs of 
boundary dielectrics. 

Step 5: From the 16 quantities of Step 4 we have the 
left-hand side of (16). Therefore E[ C-1 ® C-l ] is uniquely 
determined, 

Step 6: From the formulas (18) determine EC® C. 

Step 7: Check whether the eigenvalues of EC® Care 
distinct. If they are not distinct we cannot use the meth
od. If they are distinct we determine the required aver
ages by completing the following remaining steps. 

Step 8: Find the 4 linearly independent eigenvectors 
of E(C® C) which are the same as the eigenvectors of 
EF®F. 

Step 9: Normalize the eigenvectors as in (32), and find 
ai' bi' i=1,2,3. 

Step 10: Find>" as in (49L 

Step 11: Find" a" from (50) and as from one of the 
last three equations of (40) for which ai *- O. 

Step 12: Find E{32 from (45). Then E{3z=wz/1o~oEK(W). 
Therefore EK(w) is determined. 
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APPENDIX 

Lemma 1: Let K_i' l_t be the dielectric constants for 
the set of dielectrics L t, i = 1,2,3,4 such that 2{3_il _i 

= 71/2 for i = 1, 2, 3, 4, {3_t as in (2). If {3_t are aU distinct 
then the set of vectors 

(b z "'" b/(Li1 ® Lil
), i= 1,2,3,4, 

are linearly independent. 

Proof: Using formulas (4) we can show that 2Li1i;9 Lil 

is represented by 

1 - l/{3_i - l/{3_i 1/{3:i 

{3_i 1 - 1 - l!{3_i 

{3_i -1 1 - l/{3_i 
(AI) 

{3:i {3 _i {3_i 1 

Whence 2(bz ® bl )tLil becomes 

t. (2 2 B· = {31 + {3 . t -0 

We can show that vectors Bi are linearly dependent (by 
column manipulations on the matrix whose rowS are B i ) 

iff the vectors C i given by 

(A 2) 

are also linearly dependent. That is iff there exist con
stants not all zero such that 

(A 3) 

Leo, the {3_i which are all distinct and positive are the 
roots of 

d OX4 + d1 (- (3~x + X 3
) + dzxz + d3 = O. (A4) 

Note that do if- 0 if the {3i are to be distinct. Using the 
representation of the coefficients of a polynomial in 
terms of the roots, since do if- 0, 

4 
2 -, ~ 

{3z ~ {3_i = - . ~ . {3-i1{3-i 2{3-i
3

' 
,,1 '1 <, 2<'3 (A5) 

However, this does not hold since {3_i, {3z are assumed 
positive. 

Lemma 2: Let (et. e2 , e3 , e4 )t be an eigenvector of A 
corresponding to the eigenvalue e, then (e4 , e3 , ez, el)t is 
the eigenvector of At corresponding to e. 

Proof: Since (et. e2 , e3 , e4 )t is an eigenvector of A cor
responding to e, 

4 

6 AiJej = eei' i = 1,2,3,4, 
j,l 

However, since A ij =As_j ,5_i, i,j= 1,2,3,4, 

4 

6 A S_j ,S_iej = eei' 
j,l 

If we put 5 - j = l, 5 - i = nt, 
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4 
~ A/meS_/ = eeS_m, m = 1, 2, 3, 4. 
/=1 

(AS) 

Hence (e4 , e3 , e 2 , el ) is an eigenvector of At correspond
ing to e. 

Lemma 3: If an eigenvalue e of A is not equal to 1 the 
corresponding eigenvector has e2 = e3 * 0, (hence e2 can 
be normalized to 1) when f3 can assume more than one 
value, and 1 is distributed exponentially. 

Proof: Let e * 1 be an eigenvalue of A and (el , e2 , e3, e4 )t 
an eigenvector corresponding to e. Since e * 1, 
(en e2 , e3, e4 )t is orthogonal to (0, -1, 1,0)1 which is an 
eigenvector of At corresponding to the eigenvalue 1. 
Therefore e 2 = e3. Suppose e 2 = e3 = 0, then it can easily 
be shown from the equation A~ = eli that e2 = e3 = ° iff 

(A 9) 

However, 

O'~ 0'6 - O'i 0'4 = (A2a/2)( 0'4 0'6 - O'~) (AI0) 

from Eqs. (40)-(45). But, 0'40'6 > O'~ whenever f3 can 
assume more than one value from Schwartz Inequality. 

Hence e2 = e3 * ° whenever the distribution of f3 is not 
singular. So we can normalize the eigenvector 
(e1 , e2, e3, e4) by dividing by e2, hence the following 
lemma. 

Lemma 4: aibj +biaj =- 2, i*j. 

From Lemma 2, the eigenvector of At corresponding to 
Aj is (b j' 1, 1, ay. Hence the orthogonality of the eigen
vectors of A and At gives 

aib j +bia j =- 2, Nj. (All) 

Lemma 5: aibj-biaj*O, i*j. 

Let 

a2b3 - a3 b2 = ~2' 

a3b1 - Gt b 3 = ~3' 

Then using Lemma 4, and putting ~/2 = 6; we have 

a1b2 == (61 - 1), a 2b3 = (62 - 1), 

a2b1 == - (1 + 61), a3b 2 == - (1 + 62), 

a3b1 == (63 - 1), alb3 = - (1 + 63), 
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(AI2) 

(AI3) 

(AI4) 

(AI5) 

(AI6) 

(AI7) 

Now 

Gt b2azb3asb1 = (61 - 1)( 62 - 1)( 63 - 1) 

= a2bl~bzGtb3 = - (1 + Bt)(1 + °2)(1 + 63), 

(AlS) 

i. e. , 

+Bt+~+~+Bt~~-Bt~-~~-~Bt-l 

= - 1- 61 - 62 - 63 - 61 62 - 6263 - 63 61 - 61 62 63, (AI9) 

i. e., 

(A20) 

However since the eigenvectors corresponding to '\' 
i = 1, 2, 3, are linearly independent, 

det [:1 :2 :3J * 0, (A21) 
bl b2 b3 

i. e., (Gt b2 - a2 b1 ) - (Gt b3 - a3bl ) + (a2b3 - a3 b2 ) * 0, i. e. , 

61 + 62 + 63 * 0. (A22) 

Hence each of the 6; * ° from (A20). 
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On the equivalence of non relativistic quantum mechanics 
based upon sharp and fuzzy measurements 

s. Twareque Ali* and H. D. Doebnert 

International Centre for Theoretical Physics, Trieste, Italy 
(Received 20 January 1976) 

Starting from the' idea that physical measurements may have residual imprecisions, the possibility of 
replacing the nonrelativistic, three-dimensional configuration space by a so-called fuzzy configuration space, 
having an isomorphic Borel structure, is discussed. A quantization procedure with respect to such a space 
is developed, and the invariance of nonrelativistic quantum mechanics under such Borel isomorphisms is 
exploited to prove the equivalence of this quantization procedure to the usual quantization procedure on a 
fuzzy-free configuration space. Further, any Galilean invariant dynamics is shown to be insensitive to such 
imprecisions in the measurements of position and momentum. 

I. INTRODUCTION 

1. A recent point of accumulating interest, in the 
study of the axiomatic foundations of quantum mechanics, 
has been a consideration of fuzzy sets and fuzzy ob
servables. 1-3 Briefly, the motivation for such a study 
is the following: It is a recognized fact that physical 
measurements are subject to errors and that in most 
cases such errors are not arbitrarily controllable. For 
instance, the measurement of an observable, such as 
the position of a particle, can only be made as precise 
as the applied instrument will allow. The residual im
precision can perhaps be improved by using better (i. e. , 
more sensitive) instruments, but it cannot be elimi
nated altogether. However, most physical theories are 
built upon the assumption that an ideal measurement 
process exists for any observable quantity-viz. one in 
which no errors of observation are involved. In other 
words, the predictions of any theory correspond to the 
limit of infinitely sharp measurements. 4 To check a 
theory against experiment, one has therefore to rely 
upon some sort of statistical inference-something that 
is mostly quite outside the original scope of the theory 
itself. On the other hand, one may take the attitude 
that the necessary experimental impreCision involved 
in the measurement process is in itself a fact of physi
cal reality, and hence ought to be incorporated into 
the formulation of any physical theory. If this second 
attitude is taken, a number of interesting questions im
mediately arise, both physical and mathematical. 

2. To begin with, it becomes interesting to study 
properties of the configuration space in such theories. 
For example, since sharp measurements of position 
are never poSSible, the mathematical concept of a 
three-dimensional space JR3 consisting of individual 
pOints loses its significance. Instead, points in space 
must now be replaced by probability distributions. That 
is to say, when one speaks of a particle as being lo
cated at the point Xo in JR3, one ought to specify, along 
with xo, a distribution function x t-/"o(x), which would 
provide a measure for our confidence of actually finding 
the particle5 also at some other point x'" xo. To be a 
"good" measurement, the distribution function/" would . 0 
have to be sharply peaked at xo. 

Once one agrees to consider the aggregate of points 
x E: JR3, together with the associated distribution func-
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tions Ix as some sort of a "fuzzy configuration space, " 
one ought to study the possible topological or Borel 
structures on them. One should then go further and try 
to build physical theories on such fuzzy configuration 
spaces, and then compare these resulting theories 
against the standard "fuzzy-free" theories. Next one 
could try to see if these new theories lead to any genuine 
enrichment of the older theories, in the sense of 
whether effects exist which find justifications only on 
the basis of the new theories, but not on the basis of 
fuzzy-free theories. 

On the mathematical side, it further becomes inter
esting to study probability theory on fuzzy sets and fuzzy 
spaces. Since all measurements in quantum mechanics 
must be related to certain probability measures defined 
on the observed spectra of some self-adjoint operators 
on a Hilbert space, it is also necessary to develop a 
spectral theory, of these operators, based upon fuzzy 
spaces. One such attempt has been made in Ref. 2. 

3. In this paper we study nonrelativistic quantum 
mechanics based upon fuzzy configuration spaces which 
are Borel isomorphic to JR3. As a quantization method 
we use Mackey's imprimitivity theory6 which is well 
suited in this case, because in that theory the Borel 
structure of JR3 is used explicity and it has there a di
rect and Simple physical meaning. We choose the 
Euclidean group [3 as the kinematical group, so that 
the position operators Q j may be defined and from there 
the momentum operators P j derived. The P/s and the 
Q/s then satisfy the usual commutation relations. We 
generalize this method to fuzzy configuration spaces in 
a natural manner, according to which instead of the 
usual projection valued measures on the Borel sets 
there now arise the more general positive operator val
ued measures (see also Ref. 3). It is then possible to 
construct fuzzy positi0E operators Qj and the conjugate 
momentum operators P j in a manner completely anal
ogous to that of the construction of the Q/s and the P/s. 
The remarkable result which emerges from our analysis 
is that Qj' P j and Qj, Pj turn out to be unitarily equiv
alent, that is, that there exists a unitary transformation 
V for which VQ j V-I = Qj and VP j V-I = Pj' Independently 
of this we also prove that the information contained in 
the fuzzy localization operators, constituting the posi
tive operator valued measures, is the same as that 
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contained in the sharp localization operators given by 
the projection valued measures. Our result also shows 
that for a physical system which is invariant under 
Galilean transformations, the dynamics (i. e., the 
Hamiltonian) is unaltered if the assumption of sharp 
position measurements is replaced by that of fuzzy posi
tism measurements. While our result does not imply 
the futility of studying quantum mechanics on fuzzy 
configuration spaces, it does however mean that the 
usual assumption of ideally sharp measurements does 
not lead to any unphysical result. To that extent, of 
course, the introduction of fuzzy configuration spaces 
isomorphic to ffi3 in nonrelativistic quantum mechanics 
is superfluous. However, for relativistic systems the 
situation is quite different. A prototype of a relativistic 
result, obtainable only in a quantum mechanics based 
upon fuzzy measurements was discussed in Ref. 3. It 
was shown there, for example, how a localization 
operator for a photon could be constructed on the basis 
of such a theory, but not on the basis of a fuzzy-free 
theory. In other words, there do exist phySical effects 
which are intrinsically "fuzzy-dependent," so that a 
theory based upon a fuzzy configuration space does in 
fact lead to an enrichment of the older theories. 

4. The rest of this paper is organized as follows. 
Mackey's quantization method is sketched in Sec. II. 1 
in a manner which lends itself to a generalization to 
fuzzy configuration spaces. The physical argument as 
to why fuzzy spaces should be introduced and how they 
should be defined is discussed in Secs. II. 2 and II. 3. 
The definition of fuzzy configuration spaces and of the 
Borel structure on them is contained in Sec. II.4, while 
the consistency of the physical arguments with the math
ematical formulas is analyzed in Sec. II.5. Section III 
gives in III. 1 the properties of fuzzy configuration 
spaces under the action of the group [3, and the smooth
ness of [3-covariant fuzzy localization operators is 
proved in III. 2 (Theorem 1). The relative amount of in
formation contained in fuzzy and sharp localization 
operators is discussed in III. 3 and it is shown in Ill. 4 
(Theorem 2) that both give the same information. This 
result points to the main result in liec. IV, where in 
IV.2 the fuzzy position operators Q j are constructed 
from the fuzzy localization operators, analogously to 
the construction of the operators Q j from the sharp lo
calization operators (IV. 1). The corresponding momen
tum operators Pj and p. are defined via the Fourier J _ , 

transform. In Sec. IV.3 it is proved that the P j sand 
Q 's are unitarily equivalent to the p/s and Q/s 
(~heorem 3). The result and its implications are dis
cussed in Sec. V. 

II. THE BOREL STRUCTURE AND FUZZY 
CONFIGURATION SAPCES 

1. We first sketch Mackey's quantization method and 
the essential role played by the Borel structure im
posed upon the physical configuration space 1R3. Let us 
consider a maSSive, nonrelativistic, spinless particle 
moving in ffi3. To quantize its kinematiCS, we recall 
that its momentum and angular momentum are given at 
the geometrical level by the three-dimensional 
Euclidean group [3 == T3 ® SO(3) acting on ffi3 as 
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[x]g, XE IR3
, gE [3. To describe the position of the 

system, we introduce the Borel sets E in m,3 as locali
zation volumes and denote the family of all such sets 
by B(IR3). The group [3 acts as [EJg on E and gives a 
Borel automorphism of B (IR3). Quantization of the sys
tem now means constructing a (continuous) unitary rep
resentation of [3, i. e., gE [3 ...... Ug, and a projection 
valued measure E r- P(E) defined on the Borel sets 
EE B (IR3), On some Hilbert space H, such that the 
covariance condition (imprimitivity relation) 

(2.1) 

is satisfied. This covariance condition follows from 
considerations of homogeneity of the physical space. 
A pair (Ug, P{E» or gt- Uc' E r- P(E), fulfilling the con
dition (2.1) is called a system of imprimitivity (SI). In 
our case, for a spinless particle moving in lR3, the SI 
is unique up to an isometric isomorphism of Hilbert 
spaces. That is a result of the imprimitivity theorem 
of Mackey. 7 PhYSically, the generators of U are the 
momenta and angular momenta and the peEl's are the 
operators of localization in the regions E (see below). 
It is reasonable to takeH=L2 (IR3,d3x) with IR3 as the 
base space which is identified with the physical position 
space. Then the action of UIS is 

(Ug</l)(x) = </I ([x] g), 

and P(E) acts simply as 

(P(E)</I)(x) =XE(x) </I(x), 

(2.2) 

(2.3) 

for all </I E H. (XE is the characteristic function of the set 
E.) Being a normalized prOjection valued (PV) measure, 
E f- P(E) satisfies the following conditions: 

(I) P(cp) = 0, cp denoting the null set, 

(II) P(IRS) =1, 1 being the identity operator on H, 

(III) P(UiE j ) = 'Z i P(EI), where {E i } is any countable 
family of mutually disjoint sets in B (IR3). The sum here 
is assumed to converge weakly (hence strongly). 

2. It was mentioned above that geometrically the 
P(E),s are operators of localization (cf. Ref. 3, for 
example) in the regions ECIR3, so that, given that 
the system is in the state Ij! E H, the probability P.(E) 
of finding it in the region E is 

(2.4) 

Clearly, E f- pl/;(E) is a probability measure on lR3. It 
was argued in Ref. 3, from physical considerations 
based, for example, upon the impossibility of accurate
ly determining the boundaries of the localization 
volumes EClR3, that the use of the peel's to define the 
P.(E)'s in (2.4) implies that sharp measurements of 
position are possible. On the other hand, since no 
physical instrument has an infinite accuracy, it is 
necessary, from an operational point of view, to gen
eralize this approach. This was done in Ref. 3, where 
the PV measure in (2. 7) was replaced by a normalized 
positive operator valued (POV) measure, E f- aCE). That 
is, for each E E B (IR3) the corresponding localization 
operator is taken to be aCE), which is a positive opera
tor on H satisfying: 
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(Ia) a (¢) = 0, 

(IIa) a (IR3) = 1, 

(IIIa)a(UiEi)=Lia(Ej), weakly, hence strongly, for 
any countable family {EJ of mutually disjoint sets in 
B (IR3). 

We now give another physical justification for the 
introduction of the rov measures, which will stress the 
Borel structure aspect of B (IR3) (cf. also Ref. 2). 

3. Let us suppose that, as a result of the finite pre
cision of the available measuring apparatus, to each 
point XE IR3 we must associate the confidence function 
I", that is, for each point x, Ix(x') gives the probability 
density that when the particle is observed to be at x, 
it could actually be at some other point x' E IR3. More 
generally, we may associate a probability measure vx, 
defined on B (IR3) , with each XE IR3. [In the above case, 
for example, Vx can be chosen to be the measure which 
has the density I" with respect to the Lebesgue measure 
on IR3: v,,(dx') =I,,(x') d3x'. ] We shall assume that for 
each E:::: B (IR3) the function x r- v" (E) is measurable (with 
respect to x). 

4. To connect these ideas with a mathematical prop
erty of localization operators, on configuration space, 
we recall that sharp localization operators are given 
by the projectors peE), which act in the manner 
[cf. Eq. (2.3)] 

(P(E)1/J)(x) = 6,,(E) 1/J(x), (2.5) 

with 6,. being the Dirac measure at x. In the case of im
precise measurements we should have to replace 6" in 
(2.5) by the probability measure v"' referred to above. 
To formalize this idea we introduce a notation which 
points to the physical situation described above, in which 
which to every XE IR3, considered as a measurable 
quantity, is associated the probability measure v" on 
B (IR3). Let us introduce the pairs x = (x, v,,) and call 
the set 

{x I XE IR3} '" (IR3, v) 

a fuzzy configuration space. Clearly (IR3, 6) is a sharp 
configuration space which is essentially IR3 itself. The 
spaces IR3, (IR3, v), and (IR3, 6) are isomorphic, with 

(2.6) 

A Borel structure can be induced on (IR3, v) from that 
on IR3 by which a set E c (IR3, v) will be called Borel if 
and only if i-l (E) is a Borel set in IR3. Then both B (IR3, v) 
and B (IR3) are Borel isomorphic. Because the measures 
II are essential for the phYSical interpretation of sets 
in the base space IR3 of L 2(IR3,d3x), it is reasonable to 
add this measure also in the notation for the Hilbert 
space. We shall therefore write L2 «(IR3, 6), d 3x) for 
L2(IR3,d3x), and L2(IR3, v),d3x) when we mean that the 
base space IR3 has been changed to the fuzzy space 
(IR3, v). The Hilbert spaces L2«IR3, v),d3x) and 
L2 (IR3, d3x) are clearly the same space, by virtue of 
the isomorphism in Eq. (2.6). 

We are now prepared to define fuzzy (i. e., impre
cise) localization operators. We write them as positive 
operators a (E), E E B (IR3) such that 
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(a(E) 1/J)(x) = II,,(E) 1/J(x), (2.7) 

for all1/JEH. Let E=rl(E), for EEB(IR3, II). Then 
clearly, Ef-a(E) defines a rov measure onB(IR3, II). 
In Ref. 3 this was identified as a fuzzy localization 
operator. The introduction of the rather complicated 
notation involving the fuzzy configuration space is in
tended to stress the fact that as far as physically 
realizable localization operators are concerned, the 
localization volumes E E B (IR3) always appear in con
junction with a set of measures {II" 1 XE E}. For the dis
cussion presented here, the fuzzy configuration space 
will turn out to be a useful and self-explanatory con
cept, and its definition already indicates how the pav 
measure E I- aCE) could be embedded in a PV measure 
E I-P' (E) in an enlarged Hilbert space H' ~ H 
=L2«IR3, v),d3x) (cf. Ref. 3). 

5. To check the consistency of our arguments, we 
now ask the following question. If the particle is in the 
state IP:=:L2«(IR3, 1I),d3x) and is observed to be localized 
in the set E::::B(IR3, v) with a probability P.(E), then 
how is the measure P. related to the sharp probability 
measure P. of Eq. (2.4)? To answer this question, let 
A(X) be the Radon-Nikodym derivative of P. with re
spect to the Lebesgue measure d3x on IR3, at xc IR3. 
Clearly A(X) = 1 </lex) 12 and it is the probability density 
of finding the particle at the sharp point x·:=: IR3. Now 
let '\(X) be the probability density of finding the particle 
at the fuzzy point x. Then it is easily seen (cL Ref. 2) 
that we ought to have 

(2.8) 

and 

(2.9) 

Jl being the image of the measure d 3x onB(IR3, v), ob
tained in the obvious way through the isomorphism (2.6). 
The justification for Eqs. (2.8) and (2.9) is that they 
provide us with a relationship between p" and p. which is 
compatible with the conditionS that P. reduce to Pi! when 
Vx is replaced by the delta measure 6" at x (the limit of 
sharp position measurements). It is now straightfor
ward to check that 

P.(E) = (1/J, a (E)</l), (2.10) 

where E = i-l(E), and it r- aCE) is the same pav measure 
as defined in (2.7). 

6. To sum up the discussion up to now, we have 
tailored certain Borel spaces to be isomorphic to IR3 
in such a manner that it is possible to introduce the 
notion of fuzzy localization operators. It turned out that 
they are rov measures on B (IR3) with values in 
L2(IR3, II), d3x). The converse of this statement is also 
interesting to study, and we shall see in the next section 
to what extent an arbitrary normalized pav measure 
on B (IR3), with values in L2 (IR3, d3x) and under the in
fluence of the symmetry group {3, determines a fuzzy 
configuration space and also how much information it 
gives, relative to the sharp localization operators peE). 
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III. THE INFORMATION CONTAINED IN FUZZY 
LOCALIZATION OPERATORS 

1. To study the transformation properties of fuzzy 
localization operators aCE) under {3, we transfer first 
the group action of {3 from IR3 to (m?, II) as [x]g 
= ([x]g, lI[zlg). Both spaces IR3 and (IR3, II) are isomor
phic as transitive Borel {3 spaces (cf. Ref. 9). The 
stability group of the origin 0 of IR3 is SO(3). In analogy 
with the covariance condition (2.1) imposed upon peE), 
we demand that 

Ug *a(E)Ug = a([E]g). (3.1) 

We shall call Ii t- aCE), g t- Ug, satisfying (3.1) a POV 
system of imprimitivity (POVSI). By contrast, E t- peE), 
g'- Ug, satisfying (2. 1) will be called a proj ective sys
tem of imprimitivity PVSI. Further, from Eq. (2.7) it 
is clear that for almost all XE IR3 (with respect to the 
Lebesgue measure), 

lI[zlg-l(E) = IIz([E]g), 

and hence, that for all he: SO(3) 

lIo([E]h) = lIo(E), 

(3.2) 

(3.3) 

for all E E B (IR3), 0 being the origin of IR3. (Thus, for 
example, when IIx(dx') =fJ:(x') d3x', fJ: is only a function 
of the norm 1 x - x' I. ) Also, since x and x have the same 
stability subgroups, if (3.2) holds for any he: {3 then 
hE SO(3). 

2. We now state a few properties of POVSI's on IR3, 

which we shall also try to interpret physically. They 
will further clarify the relationship between fuzzy lo
calization operators and the Borel structure of IR3. 
Proofs of mathematical results have been deferred to 
the Appendix. 

Theorem 1: Let E '-aCE), gt- Ug be a POVSI on IR3 
for the group {3. Then a (E) = 0 if and only if E E B (IR3) 
has Lebesgue measure zero. 

An observable which possesses the property just men
tioned, i. e., a (E) = 0 if and only if /J. (E) = 0 for some 
Borel measure /J., is sometimes referred to as a 
smooth observable. 10 Theorem 1 thus says that all co
variant li. e., satisfying Eq. (3.1)] localization opera
tors are smooth with respect to the Lebesgue mea-
sure, and it follows that localization probabilities are 
concentrated on the same sets for both sharp and fuzzy 
measurements. 

3. To state our next result, we need some notion of 
comparison between different sets of fuzzy localiza
tion operators. Let E ~a1 (E) and E >-a2 (E) be two sets 
of fuzzy localization operators on B(IR3). We shall say 
that a1 gives more information than a2' and write 
a1 ~a2' if for any two vectors ¢, I/Je:H the equality 
(I/J, a1 (E)l/J) = (¢,a 1 (E)¢) implies (I/J,a 2 (E)I/J) = (¢,a2 (E)¢) 
(d .. also Ref. 11). If both (11 ~a2 and a2 ~a1 hold, we 
shall say that a1 and a2 give the same information. 
Physically, if a1 ~a2' then using a2 alone we cannot dis
tinguish between states which are indistirtguishable us
ing a1 alone. For any fuzzy localization a, letA (a) be 
the von Neumann algebra generated by the operators 
aCE), Ee:B(IR3). If then for any two fuzzy localizations 
a1 and az we have a1 ~a2' it follows thatA(a1) ~A(a2)· 
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Finally, let C(IR3) denote the set of all complex valued 
continuous functions on IR3 and K(IR3) the subset of those 
functions in C (IR3) which have compact supports. Let 
L ~ (IR3) be the *-algebra (with respect to the "essential 
sup norm") of all equivalence classes of bounded 
Lebesgue measurable functions on IR3. Then, for the 
PVSI E t- peE), g t- Ug of Eqs. (2.1) and (2.3) it is well 
known that A (p) is isometrically isomorphic to L'" (IR3). 
Let j denote this isometry, so that j[A (p)] = L'" (IR3). 
For any fe: K(IR3) let P(IJ = f

IR
3 f(x) P(dx) and aU) 

= fR 3 f(x) (dx). Then quite trivially j[P(j)]e: C(IR3) (in 
fact it is the equivalence class of f itself). Also, if 
P ~ a then j[A (a)] C L ~ (IR3. ) 

4. The main result of this section is now stated. 

Theorem 2: Let E t- peE), g>- Ug be a PVSI for {3 on 
L 2(IR3,d3x). Take the POVSI E I-a (E), g>-Ug determined 
by a fuzzy configuration space (IR3 , II) which is Borel 
isomorphic to IR3 as an {3 space. Then the fuzzy locali
zation operators aCE) satisfy 

(i) a gives the same information as P, 

(ii) j[a(j)]e: C(IR3), for all fE K(IR3). 

Conversely, any POVSI on L2(IR3,d3x) for the group 
{3, satisfying (i) and (ii) determines a fuzzy configura
tion space (IR3, II) which is Borel isomorphic to IR3 as 
an {3 space. Further, given any POVSI E l-a(E), 
g>- Ug, satisfying (i), there exists a sequence 
{Et-a(n)(E), g>-Ug} of POVSI's satisfying (i) and (ii) 
such that a(n) (E) >- aCE) weakly, for all EE B (IR3). 

This theorem tells us exactly how general a fuzzy 
localization E '- aCE) can be when it arises from a re
placement of IR3 by a Borel isomorphic fuzzy space 
(IR3, II). The result is that the generalization from 
E ~ peE) to E t- aCE) is restricted to the class of lo
calizations {a} which give the same information as P 
itself. In other words, the amount of physical informa
tion contained in the localization operators aCE) is only 
a function of the Borel structure of the space IR3 and 
not the possible individual realizations of this struc
ture, This tends to indicate already that the result of 
the quantization procedure itself, i. e., the quantum 
mechanics of the system, should not change if P were 
to be replaced by a, since no information would really 
be gained or lost in the process. This we shall prove 
explicitly in the following section (cf. in particular, 
Theorem 3). 

IV. FUZZY AND SHARP POSITION OPERATORS, 
MOMENTA, AND UNITARY EQUIVALENCE 

1. The preceding discussion naturally raises the 
question as to whether canonical operators Qj and Pj' 
of position and momentum, respectively, can be de
fined with respect to the fuzzy configuration space 
(IR3, II) in a manner similar to that of the definitions of 
the usual position and momentum operators Qj and P j 

on the sharp configuration space (IR3, 0). 

For a construction of Qj,P j in L Z«IR3
, 0),d3x), con

sider the PVSI E I-- peE), g I-- Ug describing the system 
[Eqs. (2.1)- (2.3)].12 Q j is then given as an integral, 
with respect to the measure P of the component Xj of 
xe:IR3, i.e., 
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on a dense domain L) (Q j) C H, on which it acts as 

(Qj1)!)(x) = 0x(x j )1)!(x). 

(4.1) 

(4.2) 

Here o,,(x j ) is the average value of Xj with respect to 
the Dirac measure 0,,, 

O,,(Xj) = 1. 3 Xj o,,(dx'). (4.3) 
IR 

The matrix elements of Q j are 

(1)!, Qj1)!) = f
IR

3 xjp,,(dx), (4.4) 

with P. being the measure defined in (2.4). The momenta 
P j are the generators of the translation subgroup of T3 
of [3, derived as the differentials of the unitary repre
sentation U([3) of [3 on Ho In the special case at hand, 
where [3 acts transitively on 1R3 an alternative method 
can be used to construct P j. For this let J denote the 
Fourier transform operator on L2 (1R.3, d3x), 

(J1)!)(x) = (1/(27T)3/2) 1. 3 exp(- ik 0 x) 1)!(k) d3k, (4.5) 
IR 

for all1)!E L2(1R.3,d3x). Then we may set13 P j to be the 
negative Fourier transform of Qj, i. e. , 

pj=-JQjJ-t, (4.6) 

on a dense setL) (Pj) CL2(1R.3,d3x). A closer inspection 
shows that the P/s and the Q/s are essentially self
adjoint operators on a common dense domainL) (II) cH, 
fulfilling the (canonical) commutation relations of the 
three-dimensional Heisenberg algebra H3: [Qj' Pk ] 

=iOjkI, [Qj,Qk]=O=[P"Pk ]. Further, the skew-adjoint 
representation of H3 given by Pi' Q, is integrable. 

2. To extend the above method to (1R3, v) we ought to 
start with the POVSI EEB(1R.3, v) >-a(E), g>-Ugo The 
discussion in Sec. )II. 4 then forces us to define ajuzzy 
Position operator Q, on L2 {(IR3, v), d3x) as 

Q,= f
IR

3 x,a(dx) (4.7) 

on a domainL) (Q,) spanned by those vectors 1)!EH for 
which the right-hand side of the equation 

(4.8) 

is finite, p" being the measure defined as P.(E) 
=: (1)!, a(E)1)!), EEB{1R.3). Qj acts on a vector 1)!EL)(Q.) 
in the manner J 

(Qj1)!)(x) = v,,(x)1)!(x), 

with 

v,,(x,) = f
IR

3 xjv,,(dx') =x, + vo(Xj). 

(4.9) 

(4.10) 

Since vO(Xj) is a fixed constant, whenever it is finite, 
we shall put 

Vo(Xj) =c j ' 

so that 

(4.11) 

(4.12) 

To ensure the existence of Qj on a dense domain L) (Qj), 
one must restrict the measures v" such that they corre-
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spond to physical averaging procedures. We shall call 
those v,c's physically admissible for which c j is finite 
and consequently Q j exists on a dense domain L) (Qj) 
for j = 1,2 or 3. For such v,,'s 

Qj=:Qj+cjI 

onL)(Qj). 

(4.13) 

PhYSically, the finiteness of c j is easily justified. 
Consider the quantity 

t./ = f
IR

3 x/vo(dx). 

Clearly, t. j is the dispersion of the error distribution 
for the observed j component of the localization point of 
the particle under study. To have a physically meaning
ful apparatus, t.j should be small, or at least finite. 
This implies that vo(Xj) should also be finite. 

3. Now to define a momentum operator P, on 
L2 «1R3, v) d3x) we use, as above, the Fourier transform 
of Qj and write, on a domainL) (P j ), 

JQjJ-1=-Pj. (4.14) 

From this it follows, using Eq. (4.13), that 

(4.15) 

which holds onL)(P j) for physically admissible v's. - - " Because of the properties of Pj' Qi' and I, we immedi-
ately find that for p~ysically admissible vx's the fuzzy 
position operators Q j and the corresponding momentum 
operators Pi span a skew-adjoint integrable represen
tation of the Heisenberg algebra H3 on L 2 «(1R.3 v), d3x), 
exactly as the Q/s and P/s do on L2«(1R.3, 0),d3x). Both 
representations are irreducibleo Then, according 
to the well-known theorem of von Neumann, Pj, Qj and 
Pj' Q j are unitarily equivalent. In fact, there exists a 
unitary operator Vin L2(1R.3,d3x), viz. 

V=: exp(- ic· P exp(ic oQ), (4.16) 

where c is the 3-vector (ct> C2' C3) such that the relations 

(4.17) 

hold. Thus the two descriptions based upon sharp and 
fuzzy base spaces are phYSically equivalent. 

We formulate this result as: 

Theorem 3: Let Vx be physically admissible, let the 
position and momentum operators Q., P j on 
L2 ({1R.3, 0), d3x) and Qj' Pj on L2 «(1R.3, ~), d3x) be such that 
Q j and Q j are construc ted via E E B (1R.3, 0) I-P (E) and 
EEB(lR3, v) l-a(E), respectively, and Pj,Pj through 
their Fourier transforms. Then Qj' Pi and Qj' Pj are 
unitarily equivalent. 

Finally, since from the nature of Eqs. (4.13) and 
(4.15) it follows that the various systems of imprimitiv
ity discussed above, which all arise from the transitive 
action of [3 on 1R3, can be derived canonically from 
unitary irreducible representations of the Galilei group, 
we have the other result that a Hamiltonian on 
L2{(IR3, 0), d3x), which is covariant with respect to 
Galilean transformations, leads to an equivalent dy
namics on L2«(IR3, v),d3x), where a fuzzy base space is 

S.T. Ali and H.D. Doebner '109 



                                                                                                                                    

used. In other words, the Hamiltonians formulated in 
terms of the Qj' P j and Qj' Pj are unitarily equivalent. 

V. CONCLUSIONS 

1. The results of the preceding sections may be 
summed up in the following way. Given a (spinless) 
free, massive particle, a quantization procedure con
sists in assigning to it a Hilbert space H of possible 
states, and the set of operators Qj' P j obeying the 
canonical commutation relations. To interpret these 
latter quantities as operators of position and momentum, 
respectively, it is necessary to find a realization of H 
as L2(1R3, d3x). In that case the desired representation 
of the Q / s and the P / s may be obtained in a natural 
manner by using the localization operators P(E). How
ever, we still have the freedom to replace 1R3 by any 
other space whiCh is Borel isomorphic to it, and yet ob
tain a unitarily equivalent representation for the com
mutation relations. But each individual realization of 
these Borel isomorphisms need not have a physical 
interpretation. We have shown above that the class of 
isomorphisms which correspond to the replacement of 
m3 by fuzzy configuration spaces (m3

, v) can be inter
preted physically in terms of impreCise measurements. 
Hence, conversely, the problem of imprecise measure
ments of position and momentum is subsumed naturally 
in the invariance of the quantization procedure under 
Borel isomorphisms. It would of course be interesting 
to find possible physical interpretations for other Borel 
isomorphisms of m3_i. e., those which do not lead to 
(m3, v). As a further remark in this direction, we should 
note that it is really the manner in which th_e transfor
mation property of m3 under {3 is transported, as it 
were, to be measures II,,: 

which is responsible for the rather strong result that 
the quantization procedure remains invariant. 

2. It is worthwhile emphasizing here that we have 
proved the invariance of the dynamics on fuzzy con
figuration spaces only in a nonrelativistic context. Since 
the amount of fuzziness inherent in a position measure
ment is clearly not a Lorentz invariant quantity, we do 
not expect similar results in the relativistic case as 
well. On the contrary, as mentioned in the introduc
tion, considerations of imprecise localizations do in 
fact lead to interesting and new results for relativistic 
systems. We hasten to add that our results on fuzzy
observables are only restricted to considerations of 
the position and momentum observables and all other 
observables which are functions of these two observa
bles. One could perhaps also introduce the concept of 
fuzzy time in a related manner, but it is not our inten
tion to suggest that here. Further it does not seem to 
us very useful at this point to try to apply the same 
considerations to observables having discrete spectra. 

3. From our analysis a curious difference between 
a quantum system and its classical counterpart seems 
to show up. A classical dynamical system moves in 
general on a differentiable manifold, and its descrip
tion depends very much upon the local structure of this 
manifold. By contrast, its quantization14 depends only 
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upon the Borel structure generated by the manifold, 
Since different manifolds could, in general, lead to the 
same Borel structure, in the quantization procedure 
some detailed structural information seems to be ig
nored. In other words, quantum mechanics depends in 
some sense only upon the global properties of the mani
fold. Perhaps this could be the deeper reason why the 
quantization of gravity is inherently so difficult. One 
tries there to quantize the very local structure of 
space-time to which the usual quantization procedure 
is insensitive, 

4. As a final comment we mention an associated, 
interesting mathematical problem. Let E I- a(E), 
g I- Ug be a roVSI determined by a fuzzy configura
tion space (IR3, v). It is easily verified that one can 
write, for any two rp, 1jJ E L 3 (IR3, d3x) , a relation of the 
sort 

(rp, a (E)1jJ) = J (rp, P ,,(E)1jJ) vo(dx) , 

where P l( is the PV measure on B (IR3): 

(5.1) 

P,,(E) = U"P(E) U/, (5.2) 

and E I- P(E), g I- Ug is the canonical PVSI of Eqs. 
(2.1)-(2.3). We further have U;A(p) Ug=A(P), for all 
gE {3 [A(P) is the von Neumann algebra generated by 
p] andA(a)cA(P). Thus the measure vo, which now 
"represents" a may be thought of as being a measure 
defined on the compact convex set15 of all regular nor
malized rov measures on B (m3) with ranges lying in 
A(p). In particular, since Vo has suport on the PV 
measures P", it is "carried" by the extreme points 
"f of this convex set. We may therefore write ace) as 

(rp, a (E)1jJ) = 1 (rp, P(E)1/!) v(dP), 
Of 

(5.3) 

in terms of a probability measure defined on (Jr· 

The question arising now is, starting from an arbi
trary locally compact space X, a separable Hilbert 
space H, and a normalized rov measure defined on 
B (X), whether it is possible to represent a as an inte
gral over PV measures as in (5.3). Further, if a is a 
POVSI for the action of some group G, how does this 
affect v? It has been shown in Ref. 15 that as far as the 
first question is concerned, it is always possible to 
find such a representation for a if A(a) is commutative. 
The representing measure v is also unique, in this case 
(actually whenever it exists). Physically this result im
plies the possibility of writing any fuzzy localization as 
some sort of a probability average over sharp ones. 

APPENDIX 

1. Proof of Theorem 1 

By Ref. 16, for any 1/!rcH, we have 

r XE(x)d3x= (IR1 3) ( p,,([E- 1]x)d3x, 1m3 p" 1m 3 
(A1) 

where p" is the postive measure p,,(E) = (1/!, a (E)1/!) and 
E-1 is the inverse of the set E, IR3 being considered as 
the subgroup T3 of {3, and [E-1]x is its translate through 
XE m3, considered as an element in {3. Thus, E has 
Lebesgue meaSure zero =;> pAE-1]x) = 0 for almost all 
x. However, the null set on which p,,([E-1])x) may fail 
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to be zero could presumably depend on 1/J. To show that 
it may indeed be chosen to be independent of 1/J, let 
{<Pi}' j = 1, 2, 3, ... , be a complete orthonormal set of 
vectors in H and let Nj be the null set on which 
P<t>.([E-l]x) is not zero. ThenN=UJNi being a count
abie union of null sets is itself a null set, and if follows 
that P.([E-1 ]x) *" 0 if and only if XE N. Next we note that 
E has Lebesgue measure zero iff E-t has Lebesgue 
measure zero, so that 

f
IR

3 XE(X') d3x' = o=;> (Uxl/J, a(E)Ux1/J) = 0, 

for almost all x and all1/JEH. Hence E has Lebesgue 
measure zero =;> a (E) = O. 

Conversely, by (AI), if for any 1/JEH, p.([E-l] x) = 0 
for almost all x, then E has Lebesgue measure zero. 
From this it follows thatp.(E-l)=O, for all 1/JEH=;>E 
has Lebesgue measure zero, i. e., a (E) = 0 ='> E has 
Lebesgue measure zero. -

2. Proof of Theorem 2 

Let 1>,1/JEL2(IR3,d3x) be such that (1),a(E)1>) 
= (1/J, a (E)1/J) for all EEB(IR3). Using (2.7) and (3.2) 
it is easy to see that this implies the equality 

1\ /I. ~ 

11> (x) 12 vo(X) = 11/J(x) 12 vo(x) , (A2) 

for almost all XE ill?, where x ...... 11>(X) 12, x ...... 11J!(x) 12, 
and x ...... vo(X) are, respectively, the Fourier transforms 
of the functions xl-I <p(X) 12, x H 1/J(x) 12, and of the mea
sure vo. Further, since vx = vx' iff X =x' (recall that x 
and Vx have the same stability subgroups, it follows that 

vo(x + x') = vo(x) iff x = O. (A3) 

Thus Vo has support on the whole of .IR3, which fact to
gether with (A2) implies that 

1¢(x)12= 1 1/J(x) 12 

for almost all XE .IR3
• Thus (¢, a (E) 1» = (1/J, a (E)1/J) 

=;> (1),P(E)¢) = (1/J,P(E)1/J) for all EEB(IR3). The impli
cation in the other direction is trivial. Hence (i) 
follows. 

To prove (ii) letfE K(IR3). Then it is straightforward 
to verify that 

(j(a(!) ])(x) = f
IR

3 I(x') vx(dx') 

= 1, 3 I(x' - x) lJo(dx'), 
IR 

in virtue of Eq. (3.2). But the quantity on the right
hand side of (A4) defines a continuous function of x 
(cf. Ref. 17, Chap. XIV, Sec. 9). 

(A4) 

Conversely, if (i) and (ii) are satisfied then for any 
1/JE L2 (IR3, d3x) and IE K(JR3) (note (i) =;> A (a) =A(p)], 

(a (f)1/J)(x) =Ff(x) 1J!(x), (A5) 

for some bounded continuous function x '-F/x). Further, 
from the linearity and positivity of a(f) in/, it follows 
that for each XE .IR3

, I ...... F/X) is a bounded positive lin
ear form on K(X). Hence, there exists a measure !Ix 

on B (IR3) such that 
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From the covariance of a under U g it follows that v" 
satisfies Eq. (3.2). The construction of the space 
(IR3, v) is now obvious. 

(A6) 

Finally if El-a(E), g'r-Ug is a POVSl satisfying (0 
only, the function x I-Ff(x) in (A5) is only a bounded 
measurable function and is not necessarily defined for 
all x in JR3. But by Ref. 17 (Chap. XIV, Sec. 11) there 
exists a sequence of bounded continuous functions Fjn) 
of x which converges to F f in the manner 

Fjn) (x) - F,(x) 

for almost all x. Further 11n ) (x) can be chosen to be 
linear info Thus there exists a sequence of measures 
vin) and hence a sequence of POVSI's satisfying (i) and 
(ii) which converges weakly to the given roVSI. • 
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Remarks on conformal space 
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(Received 26 September 1975) 

Some remarks about a recent article dealing with Maxwell equations written on conformal space M: are 
presented. The relevance of the manifold M: in conformal physics, the cotransformation of fields under the 
conformal group, and the presence of external currents in Maxwell equations are discussed. A simple proof 
of the conformal covariance of a linear gauge condition for Maxwell equations is then exhibited. 

In a recent paper, 1 Mayer has studied the conformal 
covariance of Maxwell equations with source terms 
written on the compactified Minkowski space M~. This 
was achieved after an investigation of the transformation 
properties under SOo(4, 2) of vector and tensor fields on 
the manifold M~, Besides, a conformally covariant 
linear gauge condition, which is compatible with Max
well equations, was given in this article, This condition 
has been found independently by us. 2 

In the present note we shall make some remarks on 
the previously quoted article. We discuss critically the 
relevance of the manifold M~ in conformal physics, the 
cotransformation of fields under the conformal group 
and the presence of external currents in Maxwell equa
tions, We then show that to prove the conformal co
variance of the gauge condition, one does not really need 
to utilize fibre bundle theory (though this theory is a 
nice mathematical instrument). 

A. The idea to utilize manifolds such as M4, i. e. , 
roughly speaking Minkowski space M plus points at in
finity, though very fashionable is not very new. 3 The 
usual argument is based on the singularities of the con
formal transformations in M. The conformal group C is 
in fact defined as a pseudogroup of analytic diffeomor
phisms in M. This Situation, which is not necessarily 
unphysical, may lead to some difficulties if one tries to 
apply global conformal transformations in quantum field 
theory. However a formulation of the covariance under 
the conformal group in second-quantized theory, in 
which the fields are considered as operator-valued dis
tributions, exists. 4 In order to carry such a formulation 
in M~ one has first to construct a second-quantized 
theory in M~, a thing which mildly speaking is not 
straightforward. 

Besides M~ does not admit a global causal ordering: 
M~ contains closed timelike curves. 5 This is in contrast 
with M which admits a chronogeometry covariant under 
the Weyl group which may be extended to the conformal 
group locally in the following sense 3: to any bounded 
region Be M containing the origin of M there exists a 
neighborhood VB of the identity in C such that the action 
of VB on B is causal. This fact is sufficient for physical 
applications. 

Any particular reason to utilize M~ (if at all) should 
exhibit cosmological arguments. 

B. The cotransformation under Co (the connected 
component of the identity in C) of scalars, four-vectors, 
antisymmetric tensors of rank two, and more generally 
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of a field >l' cotransforming according to a finite-di
mensional irreducible representation R of SL(2, <r) is 
clear and well-defined: Let g, g' E SU(2, 2) and suppose 
that when x t-- x' =g • x, >l' cotransforms according to 
>l'(x) t-- >l"(x')=5(g,x) >l'(x) , where 5 is a matrix function 
depending on K E SU(2, 2) and x EM, Under the assump
tions of 

(1) consistency with the group structure 

5(g'K,X) =5(g', g ox)5(g,x), (1) 

whenever both sides are defined, and of 

(2) compatibility with Poincare covariance 

5((a,A), x) =R (.4.), (2) 

where (a,A)ESL(2,<r) oIR4, then according to a theorem4 

5(K, x) is defined for any g E SU(2, 2). In fact let us de
note by 5 (a, x) the value of 5 for the usual special con
formal transformations, 

(3) 

where w(a,x)=1 +2ax+a2x 2 and ax=a"x", x 2 =x"x". 
Then it is clear that5(K,x) will be known once 5(a,x) is 
given. [Use a factorization of g and formulas (1) and (2)]. 
As shown in Ref. 4, 5(a,x) is uniquely defined up to 
some possible arbitrariness in the power of w, called 
the conformal degree, i. e. , 5(a, x) = w(a, x)" 5 0(a, x). 
Here 50(a,x) is the unique unimodular solution of a 
matrix differential system with initial value 5 0(a, 0) 
=1 (the identity matrix). 

The expression of 5 0(a, x) for any irreducible rep
resentation (j,j') of SL(2, <r) may be computed from 
symmetrized tensor products of its value for the parti
cular representation (i, 0)6: 50(a, x) = w(a, xt1/2 (I 
+ a"x)J'''aV

) , where aO =1, a j the Pauli matrices, and 0'0 

= aO
, (ij = - a j

• Accordingly an expression for 50 was 
given in Ref. 4 for the particular representation 
(j, 0) EI) (O,j). MoreDver a compact expression for 5(g, x) 
for any g E SU(2, 2) is easy to find with the help of the 
previously quoted theorem and will be given elsewhere. 7 

An extension with appropriate modifications of this 
unicity theorem to any finite-dimensional representation 
of SL(2,<r) is straightforward. 7 This is not the case for 
unitary representations of SL(2, <r), though it is trivial 
to find operators satisfying (1) and (2). 

In the case of a tensor (p times covariant and q times 
contravariant) cotransforming according to an irre
ducible representation of SOo(3, 1) the theorem allows to 
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writeS 

So(a,x)==w(a,x)Q-p(~:, y( ~~)". (4) 

All these well-known results show that: 

(1) Various global expressions of S(g, x) have been 
known for many years. In particular, though not under
stood by the author of Ref. 1, some of them have been 
given in Ref. 4. These expressions are not expansions 
up to order two in the group parameters although such 
an expansion was also given there. These expressions 
have been used to prove the conformal covariance of a 
certain number of field equations. 

(2) These cotransformations of the fields do not have 
to be postulated nor do they need to be derived from 
cotransformations of fields defined on M~. 

(3) In the three cases quoted at the beginning of Part 
B (and more generally for tensors) it seems more 
natural to use the compact formula (4) than the six lines 
formulas given in Ref. 1, the consistency of which with 
the group structure is by no means obvious. 

C. The well-known conformal covariance of Maxwell 
equations in the vacuum 

a"p"v=o 

trivially implies the conformal covariance of Maxwell 
equations in the presence of an external divergenceless 
current j, 

(5) 

the conformal degree of j being three in accordance with 
the conformal covariance of the continuity equation4 

a "j'" = 0. However Eq. (5) implies an interaction of a 
certain type. Therefore the real problem is to in
vestigate the conformal covariance of the whole set of 
equations which are involved. In particular one has to 
check that the conformal degree of j" is three. 

Before we give a simple treatment of the conformal 
covariance of a linear gauge condition for Maxwell 
equations we make the following remark. The nonlinear 
covariant condition a,,(AvAVA")=O introduced in Ref. 4 
did by no means preclude the existence of such a linear 
equation. Besides, for a plane wave A"(x) =a" exp(ikx) , 
this nonlinear equation (with Maxwell equations) gives 
the Lorentz condition k"a" =0. This fact holds also for 
the linear gauge condition Oo"A" =0 to be introduced 
below. 

Let us now consider the following system of differen
tial equations: 

OA"-o,,A=O, 

a"A" - A=O, 

OA=O, 

(6) 

(7) 

(8) 

where A" is a four-vector and A a scalar. This system 
implies the conformally covariant equations OA" 
- 0" ofi" = ° for the electromagnetic potential and the 
gauge condition 0 o"A" = 0. We now prove the conformal 
covariance of the system. The pair (A, A) cotransforms 
under SL(2, a;) according to the reducible representation 

1113 J. Math. Phys., Vol. 17, No.7, July 1976 

(0,0) EEl (t t). The extension of the unicity theorem of 
Ref. 4 (see Ref. 7 and also Ref. 9) proves us after some 
computation that under the transformation (3) one has 
for the cotransformation of the pair (A, A) the following 
three possibilities: 

(1) A'''(x')=w(a,x)"+1 0v x '" AV(x), 

N(x') = w(a,x)m A(x); 

(2) A'''(x')= w(a,x)"+1 0vx'" A"(x), 

N(x') = w(a, x)"+! A(x) + (}' w(a, x)" 

xo" w(a,x)A"(x); 

(3) A'''(x )=w(a,x)"+1 

x ovX'''[A"(x) + {3 w(a, xt10v w(a, x) A(x)], 

A'(x') = w(a, x)"-1 A(x), 

where m, n, and (}', {3 are fixed scalars. [In cases (2) 

(9) 

and (3) the pair cotransforms under the conformal group 
in an indecomposable manner. ] The first and the third 
possibilities are excluded if one considers Eqs. (7) and 
(8). If one considers the second possibility and looks 
again at Eqs. (7) and (8) an easy calculation shows that 
the system will be conformally covariant only if (}' 
=n - 3 and n = 1, namely (lI = - 2. These conditions are 
sufficient. In fact a straightforward computation shows 
that if the pair (A, A) cotransforms according to (9) with 
n = 1 and (}' = - 2 one has 

D'A'" (x') - a'" A'(x') = w(a, x)2 a' "xP 

X[uAp(x) - opA(x)] 

+ 2w (a, x)opwa' ",xp[q,A"(x) - A(x)] 

0' A'(x') = w(a,x)4 0 A(x) - 8a2 w(a, x)3 [o"A"(x) - A(x) 1 
- 2w(a,x)3 o"w(a,x) [uA,,(x) - o"A(x)]. 

This treatment of the covariance of the gauge condition, 
which is slightly different from the one given in Ref. 2 
gives the result obtained also by Mayer 1 in a straight
forward manner. 

It is interesting to note that the condition Do" A" = ° 
has been met in quantum electrodynamics. 10.11 Haller 
and Landowitzl2 have shown that the Gupta-Bleuler con
dition 0" A~+) In) = ° is not covariant and fails to define 
state vectors that remain in the physical subspace. For 
this reason a generalized Lorentz gauge formulation was 
introduced. 10 This formulation, which is obtained by 
supposing the gauge condition 00" A'" = 0, ensures in the 
presence of interaction between charged particles and 
photons the existence of an invariant positive-frequency 
part of iJ"A"'. 

Note added in proof. In a private letter to the authors 
of the present article (for which he is cordially 
acknowledged) Mayer raises a new argument in favor of 
the M~ space. This argument has to do with some 
claims that occurred in the literature concerning the 
obiligatory utilization of representations of the univer-
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sal covering group of the conformal group in quantum 
field theory (arguments of which we have been perfectly 
aware). 

Our reasons for ignoring these particular arguments 
are the following: 

(1) For many decades most physicists have been 
aware of the fact, as far as covariance and symmetry 
principles are concerned, one can utilize projective 
representations instead of true representations. 

(2) One of us (M. F. ) stressed already a long time ago 
that for many reasons (and in particular local causality 
in the case of the conformal group) one is led to the 
possibility of utilization of Lie algebra representations 
of the conformal group in conformal field theory 
(representations of the universal covering group are 
certainly included in the class of representations of the 
Lie algebra of the conformal group). In such a case the 
covariance prinCiple will only hold in its (weaker) 
commutator form. 

(3) Every argument known to us tending to prove that 
one is obliged to utilize unitary representations of the 
universal covering instead of representations of the 
conformal group itself is either mathematically in
correct or in the best cases is based upon a much 
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stronger hypothesis than one really needs in usual 
versions of conformal Wightman-type field theories. 

(4) At last, even if one would have been obliged to 
utilize representations of the universal covering group 
of the conformal group (which we do not believe is the 
case) the theory would have had as a natUral space ;:;1, 
which is the universal covering space of "V1~ and at the 
same time a covering space of the Minkowski space M. 
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Angular momentum of systems of electric and magnetic 
charges and of singular flux surfaces 

A. O. Barut* and H. Schneider 

Sektion Physik der Universitiit Miinchen. 8 Miinchen 2. Germany 
(Received 28 July 1975) 

The angular momentum of a system consisting of an electric charge e and a magnetic charge g is. as is 
well known. (eg). We derive general formulas for systems consisting of arbitrary electric and magnetic 
charges. dyons and of singular magnetic flux lines or surfaces of arbitrary integrable topological shapes. 
The total angular momentum is then quantized and related to the quantized flux. 

I. INTRODUCTION 

It is known1
,2 that the angular momentum residing in 

the field produced by an electric charge e, and a 
magnetic charge g has the magnitude (eg) , and that 
produced by two dyons (particles endowed with both 
electric and magnetic charges) has the magnitude (e 1g 2 

- e~l)' The purpose of this paper is to derive general 
formulas for systems composed of arbitrary electric 
and magnetic charges, dyons, and of manifolds with 
magnetic flux lines. An example for the latter is a 
cylindrical quantized flux enclosed by a super conducting 
ring in which electric charges are moving (along the 
axis). The total angular momentum will then be quan
tized and related to the quantized flux. 

We wish to evaluate the angular momentum 

J=f dVrX(EXB), 
v 

(0 

where VClR3 is an arbitrary integrable region, in gen
eral multiply connected, with boundary avo We enclose 
point charges and singular magnetic lines along one- or 
more-dimensional surfaces by small spheres or mantels 
which we will then let shrink to points or to singular 
surfaces. The surfaces of these spheres and mantels 
are part of the boundary a v. 

II. SYSTEMS OF ELECTRIC AND MAGNETIC CHARGES 

We evaluate (1) for the charge e1 at r 1 and then can 
sum over all charges. 

If the total linear momentum f (E xB) dV = 0, we can 
replace (1) by v 

(1') 

Let a be an arbitrary constant vector and J 1 the angular 
momentum about the position of the charge: 

aoJ1=I dVao«r-r1)X(ExB») 
v 

=I dV(EXB)o(aX(r-r1») 
v 

Taking E = (el I r - r l I 3 )(r - r 1) we have with s =' r - r 1> 

E x(axs) =(E ° s)a - (E· a)s 

(2) 

=e[(1/s)a-(soa/s 3 )s]=eV(soa/s), (3) 
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hence 

=e (dV(r-r1)oa VoB-e ( dfoB(r-r1)oa 
Jv Ir-r11 Jav Ir-r11 

Because a is arbitrary we have the result that 

VoB-e ( dfoB(r-rrl/lr-rll. Jav 

The total angular momentum from all electric 
charges with the charge distribution e(r) is then 

(4) 

(5) 

Equations (4) and (5) allow us to evaluate the angular 
momentum simply and directly without first calculating 
E and B and then carrying out the integral (1), although 
earlier results have been obtained that way. 

Results 

(1) For a standard Maxwell field V ° B = 0 everywhere; 
thus in (4) only the integral over the boundary 
around the point charges and around V remains 
and gives J = O. 

(2) In the case of point magnetic charges we can 
evaluate (4) either as a volume integral over the 
whole space (first term), or as the integral over 
the boundary which is a small sphere around the 
magnetic charge (second term). Either way we 
obtain from (4), 

(6) 

where gi is the ith magnetic charge and n; the unit vec
tor connecting the electric charge to the ith magnetic 
charge. In particular, for a pair of magnetic charges 
and with an electric charge situated along the line con
necting the two magnetic charges with unit vector n· 
we find 

J = 2egn, if e is in between, 

= 0, if e is outside, 
(7) 

= egn, if e is on one of the 
magnetic charges (dyon). 
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(a) (b) 

FIG. 1. 

Note that the passage from an e and g to a dyon (e ,g) is 
discontinuous, as of course, coinciding charges are 
always discontinuous in Maxwell theory. 

For a number of electric charges we have from (5) 

J=~ ek~gi;1, 
k i 

where ~k i is the unit vector in the direction from the 
kth electric charge to the ith magnetic charge. 

III. SINGULAR FLUX SURFACES 

Let F be a submanifold of 1R3 • By a suitable choice 

(8) 

of coordinates we can diagonalize locally the induced 
metric gF on F. Let the magnetic field B be concentrated 
on F and tangential to F. The identity (3) remains cor
rect with V as the covariant derivative on F. Hence 

a·Jl=-ej'dfBk(s.a/s);k 
F 

= - e iF dj{ (Bks • a/ S);k - (s . a/ s )Bk :kJ 
or 

Jl=ej' df(s/s)VkBk-ej dahRBks / s , 
F aF 

where a is the line element on the boundary of of F, 
and if u(a) is the tangent vector along of, 

(9) 

h,(u)~, .. (u)u·(u), ' .. = ,e1i"O. : )- (10) 

Thus 

Jl=ej'df[(r-rl)/lr-rlIJ 
F 

X VkBk-ej' dahkBk(r-rl)/lr-rll· (11) 
aF 

Note that 

¢ '" j' da hkBk 
aF 

is the magnetic flux into the surface F. 

(12) 

Closed surfaces: The boundary aF is zero. Hence in 
(11) only the singular points of the flow of magnetic lines 
on F contribute (Fig. 1). Denoting 'i/kBk=gi5F at singular 
points, we again obtain the formula (8). It is clear that 
the result does not depend on the form of the closed sur
face, but only on the strength and number of the singular 
points of the flow on the sub manifold. 

For open surfaces (Fig. 2), 'i/kBk=O inside F, hence 
only the second term in (11) survives. The boundary 
of behaves like lines of magnetic charge distributions. 

Singular flux lines 

Let L be a line from the point A to the point B with 
the magnetic field concentrated on (and tangential to) L 

1116 J. Math. Phys., Vol. 17, No.7, July 1976 

alone. Equation (11) now becomes 

(13) 

But the first term is zero for a normal flux line and 
we obtain the negative of the expression (6), as it should 
be because the endpoints of a flux string behave like 
pair of positive and negative magnetic charges (gE 
= - gAl. The flux string is complementary to the pair 
of magnetic charges in the sense that string plus the 
external field of the magnetic charges combined gives 
a Maxwellian system with V' B = 0 everywhere. 3 The 
result (13) had been obtained previously for a straight
line geometry by a tedious direct integration of Eq. (0. 3 

If the charge e coincides with B (dyon), for example, 
the corresponding term gEnE is absent in (13). 

Closed strings: The boundary oL = 0, VO B = 0 on L 
hence J = O. 

The result (13) can also be obtained from (4) by sur
rounding the string by a tube of radius a and going to 
the limit a - O. 

Because only the sources and sinks of the magnetic 
flux contribute, we have thus proved that the flow of 
magnetic flux from a point A to another point B along 
any region of any shape and of any dimensionality (line, 
surface, or volume) gives rise to the same angular mo
mentum for a charge e, namely e(gB~B + gA~)' 

Remark: The considerations of Sec. III extend easily 
to singular surfaces of the electric field and point 
magnetic charges. 

IV. QUANTIZATION OF THE ANGULAR MOMENTUM 
AND OF FLUX 

The main results of this paper, Eqs. (6), (8), (11), 
and (13) connect the angular momentum to the magnetic 
flux. Consequently, the quantization of both of these 
quantities are intimately related. 4 In the case of a 
single magnetic charge g, the flux ¢ = 41Tg quantized 
according to London 

¢= (h/e)v, V= 0, 1, 2, 3, ••• (14) 

gives J=eg=ttiv, i.e., preCisely half-integer spins 
and Dirac's quantization condition l for the product (eg); 
both this latter condition and (14) are in turn related to 
the requirement of continuity of the wavefunction around 
the singular potential lines, the phase of the wavefunc
tion however being discontinuous by 21TV. 

For the more general case (8) we obtain weaker con
ditions for the product of electric and magnetic 

FIG. 2. 
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charges. The projection of J along some direction n is, 
from (8), 

(15) 

If, however, the values of gj are already determined 
from the Dirac rule eg= tnv, then Eq. (15) is a restric
tion on the lowest possible total angular momentum of 
the system of electric and magnetic charges. 

In the case of flows of magnetic lines from A to B 
along singular surfaces of any shape and dimensionality 
each quantum of flux correspond to an angular 
momentum 

J=~n(nB -nA), (16) 

if e does not COincide with B or A, and 
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(16') 

if e does coincide with A (dyon). Thus we have a purely 
electromagnetic origin for the spin degree of freedom 
either from magnetic charges, or the complementary 
singular flux lines. 4 
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Cluster expansions for fermion fields by the time 
dependent Hamiltonian approach 

David C. Brydges * 
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A cluster expansion is given for a fermion field moving in an external field according to the interaction ljil/l<l> 
in one space dimension. 

The purpose of this paper is pedagogic: to demon
strate, in a problem relatively untrammelled by tech
nical complications, how a cluster expansion may be 
developed for the Yukawa model in one space dimension. 
The cluster expansion is based on the time dependent 
Hamiltonian approach devised by Federbush. I It appears 
to the author that the method of integrating out all the 
fermions 2-4 being developed by McBryan, Seiler, and 
Simon should be capable of producing a more stream
lined version of the cluster expansion than the one im
plied by this paper. However, since it may be slightly 
surprising that the cluster expansion is not tied to a 
manifestly covariant approach, and, furthermore, the 
same general idea has the applications I in statistical 
mechanics, perhaps this paper is not devoid of interest. 

Federbush's idea is to replace the use of covariances 
with Dirichlet conditions in Ref. 5 by Hamiltonians for 
which regions are isolated by potential barriers. The 
extremes wherein two regions are completely isolated or 
in full communication are interpolated by varying the 
heights of these barriers. It will be seen that barriers 
parallel to the spatial axis may be incorporated by 
making the Hamiltonians suitably time dependent. The 
main disadvantage of this approach is that the heights of 
the barriers get involved in the estimates. The other 
technical complication which will occur in all approaches 
to a cluster expansion for the Yukawa model is the non
positivity (in any sense) of the propagator for fermions. 
The positivity properties of the free Euclidean boson co
variance were a useful aid in Ref. 5. 

The formal structure of the expansion is the same 
(except that integrations over interpolating variables run 
from zero to infinity) as in Ref. 5, [see Eqs. (3.13)]. 
This will become evident in Sec. 1. Therefore, rather 
than repeating much of the material in Ref. 5, this paper 
is confined to establishing suitable analogs to the key 
ingredients of the convergence proof in Ref. 5. These 
are the formula for differentiating the measure (1. 7) in 
Ref. 5 (this is discussed in Sec. 2), and Proposition 
(5.3) in Ref. 5, which is the subject of Secs. 3-5. The 
technical complications mentioned above are all buried 
in Sec. 5. The main point is the identity (1.11), which 
relates part of the free fermion propagator to Brownian 
motion. A "hand-wave" at the full Yukawa theory in one 
space dimension is given in the Appendix. 

The external field model discussed here is almost as 
singular as the Yukawa model (the vacuum energies of 
both are logarithmically divergent), hence the cluster 
expansion is given for fields with a momentum cutoff 
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and the convergence is established uniformly in this cut
off. The difference between the two models may be ex
pressed in the following way: The external field ¢ = ¢(x) 
in this paper is assumed to belong to L3(lR) locally uni
formly. If ¢ were a boson field, this condition would be 
logarithmically divergent in a momentum cutoff. Need
less to say, this extra divergence entails considerable 
complications for the Yukawa model. Nevertheless, the 
author feels that the interesting parts of a cluster ex
pansion (by this method) for the Yukawa model are con
tained in this paper. 

1. NOTATION 

With the same notation and representation as in Ref. 6 
the fermion field </! at time zero is given by 

</!(x) = (47T)"1I2 J exp(ipx) 

X {v(p) b'*(p) +u(- p) b(- p)}w-1/2(P)dP, (1.1) 

where the spinors are 

[
[W(P)_p]1I2 J 

u(P)= _[w(p)+p]1I2 , [
[W(P)_p]1/2] 

v(P)= [w(p)+p]1I2 . 

(1. 2) 

The cluster expansion will be developed by devising a 
family of time dependent Hamiltonians which will in
terpolate between the usual one and one which does not 
propagate across or into any of the shaded regions in 
Fig. 1. Each shaded region is centered on a line of 
integral ordinate. The width E of the "barriers" will be 
chosen below. To this end, the free Hamiltonian is 
modified as follows: The single particle kinetic energy 
is given by the operator (M5 - b.)1/2, where b. = d2/ dx2. 
Define the (7, s) dependent operator, 

(1. 3) 

where Xb = Xb(X, 7) is a characteristic function of one of 
the shaded regions in Fig. 1, which particular one being 
specified by the subscript b, and s = (s b) is a multi
variable (each s b?- 0) parametrizing the interpolation. 
By a well-known theorem, W2(S, 7) converges pointwise 
in 7 in the sense of strong convergence of the resolvent, 
as a given S b - 00, to the analogous operator with 
Dirichlet conditions on b. (A proof can easily be con
structed using the path space representation. ) This im
plies, by functional analYSiS, that exp[- w (7, s)] con
verges strongly, pointwise in 7. Define the corre
sponding time dependent free-field Hamiltonian by 
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second quantization of W(T,S); i.e., 

HOF(T, s) = J dx dy W(T, S, x, y )[b*(x) b(y) + b'*(x) b'(y)], 

(1.4) 

where W(T,S,X,y) is the distribution kernel of the 
operator (1. 3). 

The interpolation (1. 4) is not sufficient to make dif
ferent squares independent because 1f! contains the non
local operators w·1 12, U, v. Also it is necessary to use 
a cutoff on the momentum which likewise is not local. 
Choose a positive function K = K(X) in C~(1R) with support 
in the interval (-To, 10), normalized so that f K(X) dx = 1. 
Define Ke(X) = (l/E)K(x/E) where E > O. At the outset of the 
cluster expansion, choose some E > 0 and cut off all 
fields by the replacement 1f!(x) - (Ke * 1f!) (x). The nonlocal 
operators in Ke*1f! are the factors Ke(P)w·1/2 (p)u(p) and 
K,(P)W· I 12(p )v(p). Let f(T, S, x ,y) = IT bE:r(T,x,Al/(1 + Sb)] 
where r{T,x,y) is the set of barriers b that intersect the 
straight line joining (X,T) and (y,T). Now let 

W+(X,y, T,S,E) 

= (47T)"1I2 (K,w·1/2u)¥(x- y)f(T,S,X,y), 
(1. 5) 

W.(X,y,T,S,E) 

= (47T)"1I2 (Kew·1I2v) ¥ (x - y)f (T, S, x ,y), 

and define 

if;(X,T, S,E)= J dy [w+(x,y, T, S,E) b(y) 

+w.(y, x, T, s, E) b'*(y )]. (1. 6) 

Note that 1f!(X, T, 0, E) = (Ke * 1f!) (x); s = 0 means Sb = 0 for 
all b; at s = 00, w±(x ,y) = 0, whenever x ,yare separated 
by a barrier or whenever x or y is in a barrier. From 
now on, dependences on s, T, E will frequently be sup
pressed. Corresponding to these interpolated fields, de
fine the propagator, letting x=(x',t), y=(Y',U)ElR2, by 

S(x,y,s)=T (iP(x',t,s)exp[-l: HOF(T,S)dT]1f!(Y',U,s», 

(1.7) 

where T is the time ordering operator. All time de
pendences are piecewise constant, so (1.7) is easily 
defined. More explicitly, the propagator is given by 

S(x,y,s) 

I J dxldYfw.(x',xf,t,s)P(xf,t,yf,u,s) 
_ xw.(yf,y',u,s), t >u, 

- J dxfdYfw+(Y',Yf,u,s)P(y{,u,xf,t,s) 
xw+(xf,x', t,s), u > t, 

(1. 8) 

where p(x', t ,y', u) is the kernel of the operator defined 
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by the time ordered exponential 

( (

ax(t.U) ) 

T exp - w(T,s)dT • 
In(t,u) 

(1. 9) 

At s = 0, S reduces to the usual propagator. At s = 00, 

all unshaded squares in Fig. 1 become independent. The 
proof is left to the reader. 

The kernel P(x', t,y',u) is a positive funGtion and can 
be related to Brownian motion, which will be essential 
for estimates. The principle whereby this is obtained in 
probability theory is called subordination. Within the 
context of semigroups it can be obtained by: t> 0, (3 > 0, 

x exp(- s(32) 

=t dSr21l(s/t2)exp(-s{32), 
o 

(1. 11) 

where Il(s)= (1/2Y7T) exp(-1/4s)s·3/2. The essential 
point is that 11 is positive. Hence the kernel of 
exp[- tW(T,S)] at fixed (T, s) may be expressed in terms 
of the kernel of exp[- tW2(T,S)] which is positive by vir
tue of its relation to Brownian motion. The operator 
(1. 9) is a product of operators with the form 
exp[- tW(T,S)]. 

The family of interacting Hamiltonians will now be de
fined. They are time dependent, but at s = ° they reduce 
to the normal time independent cutoff Hamiltonian for a 
fermion field interacting with an external field ¢. 

H(T,S,A)=HOF(T,S)+ J dx¢(x) 
AT 

x :'iJj(x, T,S ,E) if; (x , T, s ,E): dx +E,(A) (1. 12) 

where AC]R2, is a bounded, measurable set and AT de
notes its spatial cross-section at time T. The external 
field ¢ is assumed to satisfy, for all XI E lR, 

The vacuum energy renormalization is inspired by 
perturbation theory: 

(1. 13) 

If I( )~( )2 Wj W2-P1P2- M ij 
E.(A) = (47Tt #1 dP2 XA ¢ PI + P2 WjW2 

(1. 14) 

where XA = XA (x, T) is the characteristic function of A, 
and ~ denotes the fourier transform with respect to x 
only. Hence E.(A) is a function of T. 

From Fig. 1 it will be seen that lR2 has been parti
tioned into the following subsets: large squares (un
shaded), small squares (unshaded), and rectangles 
(shaded). Let 'Ii' denote an element of this partition. The 
projection of this partition onto the spatial axis yields 
a partition of the latter into long and short intervals. 
Let I label an element in this partition. Let J label the 
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elements of the similarly obtained partition of the time 
axis. 

The barriers, i. e., shaded rectangles in Fig. 1, will 
be chosen of width E. Those barriers whose short di
mension is in the space direction are called "space 
barriers;" the others are "time barriers. " The subset 
of ffi2, A in (1. 12) is restricted to be a union of Vs so 
that (1. 12) has a stepwise time dependence and time 
orderings are easily defined. 

The cluster expansion is used to analyze quantities of 
the form 

f dx W(x) T (i~l ZP#(Xi) exp[ - J H(T, A) dT]) , (1. 15) 

where x =Xl, X2, ••• ,xp with xI EO ffi2, xI = (xL t l ), 

W EO L2 (1R2P) , zp# = zp or "$. Generally, at the beginning of 
the expansion, s = 0 and zp, H are the usual fields and 
Hamiltonian obtained by setting s = 0 in (1.6) and (1.4). 
In this case the zp#s will have no time dependence; how
ever, the tis and T must still be left in (1.15) as 
"dummy" variables because of their other role, time 
ordering the expression. The expansion is obtained by 
replacing zp#s and H by their s dependent analogs and 
using the fundamental theorem of calculus together with 
factorizations and resummations exactly as in Ref. 5. 
The proof that (1. 15) factors in the appropriate manner 
along contours where s = ° can be carried out by first 
approximating the exponential by a polynomial, where
upon the factorization is an immediate consequence of 
Wick's theorem. 

2. THE ANALOG TO THE FORMULA FOR 
DIFFERENTIATING THE MEASURE IN 
REF.5 

3. THE EXPONENT 

In the next section, the following estimate will be used 
to control the exponential part of (1. 15). For Mo suf
ficiently large, 

H(T,s,A)~-constIATI (3.1) 

uniformly in E, T, and s, where I AT I is the length of 
AT C JR. The s dependence in the Ho y(s) is bounded below 
by HOY(s) ~ Hoy(O). This is implied by the operator esti
mate w(s) ~ w(O) which is implied by w2(s) ~ W2(O) because 
operator estimates remain valid on taking square roots. 
The last bound is obvious. Thus (3.1) is implied by 

Hoy+ 1 ¢(x):"$(X,T,S,E)ZP(X,T,S,E):dx+EE(A) 
AT 

~ - const 1 AT I. (3. 2) 

The pure creation and annihilation parts, Vp , of the 
interaction have the form 

J dPl dh[u(Pt,P2)b*(Pl) b'*(P2) 

- U(Pl,P2) b(Pl) b'(P2)] (3.3) 

for some E, T, S, ¢ dependent function u. The operator 
Hoy + Vp + EE(A) will now be bounded below by a first
order dressing transformation originally due to Glimm. 7 

In this situation, it is possible to use a particularly 
simple form of this transformation. 6.8 First construct 
an operator rvp to satisfy 

[Hoy, rvp] = Vp. (3.4) 

Note that (3.4) requires rvp be antisymmetric. Thus let 

As essential ingredient in the convergence proof of the 
cluster expansion in Ref. 5 is its formula (1. 7) for dif- Xb*(Pl) b'*(P2») - (its adjoint). 
ferentiating the measure. A similar formula also holds 

(3.5) 

in this framework, namely Define dressed operators by 

d
d T(P(i)i(s),zp(s»exp[-J H(T,S,A)dT]) 
Sb (2. 1) 

= T«S~ D..f<b) p("$(s) , zp(s» exp[ - J H(T, s, A) dT ]), 

where P is a polynomial and 

(2.2) 

with x ,Y EO 1R2 and B/B"$, a/BI/! are formal anticommuting 
functional derivatives. The proof of (2.1) is very easy 
in the special case where rp = ° so that H(T, s, A) 
=HOy(T,S), for then the expectation on the left of (2.1) 
may be evaluated by using the anticommutation rules 
and the identity 

b(x) exp[ - Vloy(s, T)] 

= exp[ - Vloy(s, T)] (exp[ - AW(S, T) ]b)(x) , (2.3) 

together with similar ones for b*, b', b'*. This special 
case can be used to approximate the case when rp oF O. 
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b(p)=b(P)+[b(P), rvp], 

'O/(p)=b'(p) +[b'(p), rvp]. (3.6) 

Obtain an inequality by calculating the positive operator 
f dp w(p)[b*(p) b(p) + b'*(p) b'(P)]. Thus 

b*(P) b(p) = b*(p) b(p) + [b*(p) b(p), rvp] 

(3.7) 

Normal order the operators in the last term of (3.7). 
The normal ordered form is a negative operator be
cause of the anticommutation relations. Hence, 

The third term corresponds to the contraction during 
the normal ordering. It diverges as E - 0, however, up 
to a term which is greater than the right-hand side of 
(3.2), it cancels with EE(A). This calculation is not very 
difficult, using some of the devices developed in Sec. 5. 

By repeating the above argument with f dl) 0[[;*1] 
+ b'*b'] where 0 = W - cwT' with T' < 1 and c chosen so 
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that w > 0, the result can be strengthened to 

HOF + Vp +EE(A) ~ eN ... - const jATi, (3.9) 

where N ... is the second quantization of wT
'. For M 0 suf

ficiently large the remaining part of the interaction, V s ' 

can be bounded by eN ... using local NT estimates. 9 Given 
all the machinery in Ref. 9, this is a fairly standard 
calculation, so it will be omitted. 

4. CONVERGENCE 

The result of "cluster expanding" (1. 15), leads in 
analogy to (3.13) in Ref. 5 to an expansion whose co
efficients have the general form (r is a set of barriers; 
ar ==:f1 bEr d/ds b ; fds r integrates thesbforbEr from 0 
to 00), i. e., 

f dxW(x) f dS r arT 

X(i~1 1jJ#(Xi' s) exp[ - J H(T, s ,Xo) dT]) • (4.1) 

where Xo is a union of \7s. It is now shown how to esti
mate (4.1) to obtain expressions very similar to those 
in Ref. 5 and thus obtain a convergence proof by the 
same kind of combinatorics as in Ref. 5. 

First (2.1) is used in combination with Leibniz' rule 
to perform ar . The result is the s integral of a sum of 
terms of the form, Y j E IRz, Y ==: (y j), i. e. , 

f dyKt(Y,s)T C~I 1jJ#(Yj,s)exp[-f H (T,S,XO)dT]) , 

(4.2) 

where? indexes each term in the sum. Each field 1/1# 
in (4.2) will be assumed to be localized by the kernel 
K? in a space- time region \7, SO? not only indexes the 
ways in which the differentiations are applied (terms 
resulting from Leibniz' rule), but also the possible 
localizations of the fields. 

(4.2) is estimated by taking the operator norm over 
the fermion Fock space in the following manner: In
troduce an orthonormal product basis, jOl. of 
L Z(IR)x .. ,xL2(lR), with m factors. Write Kt(.<;) as a 
sum of j" with coefficients that depend on s and the time 
variables in y. Estimate (4.2) by applying 111f!#(f)11 ~ 1IJ1lz 
to this sum together with the lower bound on the ex
ponent, (3.1). Let t be the multivariable t l , ••• , tm , the 
times in y. (4.2) is less than, in absolute value, 

(4.3) 

where the (defermiation) norm II liD is defined on a func
tion F of m space variables xl, .•• ,x:. by the prescrip
tion (sum over norms of components if F is a matrix) 

IIFII D ==:inf6i<F,j,,)I, 
" 

(4.4) 

where the infimum is over product bases of TI LZ(lR) as 
above. 

In the special case where W is constant and there is 
no J dx in (4.1), the quantity K t factors, together with 
the integrals f dt, into terms K fe' corresponding to 
the way in which any Feynman graph for this theory fac-
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tors, into its connected subgraphs which are either 
closed loops or lines with open ends [an open end cor
responding to a field 1jJ# in (4.2)]. Because thej" in 
(4.4) are product bases, the II liD norm in (4.3) also 
factors. A factor K? c corresponding to a graph con
sisting of a connected line with n vertices and both ends 
open has the form 

K ?c(XI'xn,s) 

= J dxz •• , dXn_1 (<;bXVI) (x I)SY 1 (Xl, X2)(<;bXV)(XZ) 

XSY2 (X2, X3)(¢Xv3)(X3) ." SYn_1 (Xn_I' Xn)(¢Xvn) (xn), (4.5) 

where 1'1' ..• 'Yn are disjoint subsets of rand Sy 
=TIbEr d/dsbS. Xi E lR2• By making a speCific choice of 
product basis j" in (4.4), it is easy to see that, letting 
x;=(xi,t i ), 

11K 1e (t l , tn)11 D ~ const tr IK 1c(t I> tn) 1 , (4.6) 

where IK? (t l , tn) I means the operator absolute value, 
i.e., [K

t
}(tI,tn)K?c(t l ,tn)]lIZ, whereK?c(tl>t n) de

notes the operator corresponding to the kernel 
Ktc(xl,tl,x~,tn) for fixed t1 ,tn• Except when n=2 the 
trace norm in (4.6) may be estimated by first taking the 
time integrals in (4.5) outside the trace norm and then 
majorizing by a product of Hilbert Schmidt norms of 
the form, i=I,2, ... ,n-1, 

XS(OI.·BJ(X' x- )( 1 rl, 11I2X )(x.) 12]1IZ 
"i t' 1+1 "P Vi+l 1+1 , 

where Ci, i3, are spinor indices. By the Holder in
equality (4.7) is less than 

1/ ¢XV;<ti)//~ IZII S,)t;, t;+I)//3. vixv ;)1 ¢XVi)ti+I)II~ 12, (4.8) 

where the II 11 3• vxv' norm is de1ined for a function F 
=F(x,Y) with x= (Xl, t), Y = (y', u), to be the L3 norm with 
respect to x',y' of Xv(x)F(x,y)xv'(Y)' When F is a 
matrix, the norm is defined to be the sum over the 
norms of the components. II<;bX v I13 is the L3 norm of 
¢Xv with respect to the spatial variable. So by the 
hypothesis (1.13), for n ~ 2, 

(4.9) 

The time integral is estimated by the Cauchy Schwarz 
inequality to obtain 

n-I 
J dt1 dtnllK 'ciiD ~ (const)n FJl IISy j113. vixvi+I' (4.11) 

where 

II Sy;1I 3• V;xV i +l.2 

= (J dt; dt;+ill Sy;(t i , t;+l)II~. V;XVI+l)1I2. (4.12) 

Suppose now that n=2 in (4.5). In the next section, 
identities and estimates for Sy are developed and with 
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their aid it is a simple matter to prove directly that for 
some q > 0, 

(4.13) 

where J dSYt integrates only over those Sb such that 
b~ )'1. The estimate is uniform in the remaining Sb' 

d(j , y) is defined for a localization j and a line y to be 
the distance between '17 1 and '172 measured by the shortest 
path which touches every barrier b fCC Y where v\ and '172 

are the localizations specified by j for the variables in 

Sr· 

In general, K f also contains numerical factors cor
responding to closed loops. These already have the 
form of a trace of an operator, hence in absolute value 
are less than the trace norm of that operator. The 
operator has a form similar to (4.5) and can be bounded 
by the same methods, even when n = 2 since there is an 
extra propagator in the operator. Also in the next sec
tion, it will be proved that, letting j(y) denote the 
localization specified for S", 

J dSyl1 Syil 3,j(r),2 

(4. 14) 

Putting all this together and using a simple argument to 
include W gives 

I J dx W(x) J dS r il' T (i~t J,#(x i ) 

Xexp[ - J H(T,S,Xo)dTJ) 1 

-:; II WII 2 exp(const Ixo I) 

x:0 (const)n(;>1) n Mo -11' 1/. exp[ -111 ° d(j, y)/2]. 
? l' 

The IIWI1 2 is with respect to space and time variables. 
This estimate is almost the same (a different localiza
tion) as estimates in Ref. 5 and leads to a proof of con
vergence for Mo sufficiently large via the same COI11-

binatorics as in Ref. 3. In particular Proposition 5.3 
of Ref. 5 is a consequence. 

5. ESTIMATES ON THE PROPAGATOR 

The objective is to prove (4.14). A proof of (4.13) can 
easily be constructed using the same techniques. 

To begin with, write 

exp[-lt-ulw(s)]=exp[-[t-ulwD(s)l-E, (5.1) 

where t.!{ are assumed to be in the same interval J, so 
that w(s) = w(s, T) is constant for T c [t, u j. wo(s) is de
fined to be the result of replacing t. by t.o in (1. 3). t.o 
is the Laplacian with Dirichlet conditions at every 
boundary point of intervals I, in the partition of the spa
tial axis. (see Sec. 1.) Now it will be shown, by con
structing an integral representation for E, that 

J dsrll E.) I 0, 'VXX 'V y , 2 

(5.2) 
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whereEy=ilYE(x,y)withx=(x',t), y=(Y',u). 'l7X) the 
localization of x, is I,,}{J and 'l7y=IyXJ. 

The representation for E, by (1.10), is 

E(x,Y)=(i1Tt11: dl?ol?oexp(il?olt-ul)g(x',y'), (5.3) 

where g(x' ,Y') is the difference between two Green's 
functions with different boundary conditions for the dif
ferential operator w2(s). Thus, it satisfies the homo
geneous equation (acting on x') 

(w 2 + 7c5)g(x' ,y') = 0, 

g(x','\,')=(k6+w2t1(X',y'), forx' oIx , (5.4) 

where the s dependences have been suppressed. 
(I<~ + W,)-l(X' ,y') denotes the kernel of (l<~ + w2rl. Let 
l(x') be the linear function of x' which coincides with 
("'5 + w2)-t (x', y ,) when x' ,,:: 'i1Jx • By obtaining the equation 
for g(x' ,J' ,) - I (x') as a function of x', it can be seen that 

g(x',y') =- (t.o(l?~ + w2t 1Z) (x',y'), for x' 0:- HI", 

(5.5) 

where the operators act on the x' variable. Let lxjx') 
be the linear function that equals one at x~, the left
hand boundary of Ix, and equals zero at x: the right end 
point. Set Ix. = 1-lx_. Define gl(x') = (- t.D[J<~ + w~l-lll) 
(x'), where ~ =< or x~. Then 

By the same argument applied to y', 

(1<6 + w 2
rl (~,V') 

= g(~,y') 

Combining (5.6) and (5.7), 

(5.6) 

(5.7) 

(5.8) 

Now use the identity {3-1 = J; exp(- a(3)da to convert re
solvents to exponentials in (5.8). Let lzl(X', a) 
=(-t.o exp[-aw~III) (x'), so that (5.8) becomes 

(5.9) 

Substitute (5.9) into (5.3) and evaluate the ko integral. 
Let da abbreviate dalda2da3 and set Ilt,u(a) 
= Il-ul-2 /1(a/lll-tI 2) where Il was defined in Sec. 1. 
Then 

E(x,y)="6 I dallt,u(a1 +a2 +a3)li((x',a t ) 
~, , 

(5.10) 

Let SI=O unless IxJ is the support of some barrier, b 
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say, in which case S I =Sb' The S dependence can be 
factored out of the hs by noting that (exp[- aw~]l~) (x') 
= exp[ - as IJ {exp[ - a(1\d6 - 6.n) ]l~} (x'), when x, E Ix. Let 
k,(x ' , a) = - {6.n exp[ - a(M6 - 6.n)] I,} (x'), then 

E(x,Y)=6 J da/lt,u(al +a+a3){(exp- a2w2) (~,!;) 
" c 

(5.11) 

All the S dependence is inside the curly brackets. All 
the x, dependence is in k,(x',al), and the y' dependence 
is in kc(y I, a3). (Recall x, ,y I are localized in Ix'!y.) 
Moreover, the part in curly brackets has a path space 
representation because 

(exp - aw2)(~, !;) 

= J dPt c exp(- f (;:; SbXb + M6) da /), (5.12) 

where dP(,c is the measure of Brownian motion paths 
starting at ~ and ending at !; at time a. The functions Xb 
in (5.12) abbreviate Xb(Xa', T) where X a, is the Brownian 
motion and T is any time within [t, u]. (The Xb are con
stant as functions of T within [t,u].) (5.12) shows that 
the term in curly brackets and all its derivatives with 
respect to S are either positive functions of s, or 
negative functions of s, hence 

x i{J dS r ar exp(- als lx - a2w2 - a3SIy)(~' !;)}i 

x 11!?,(al )11 3,Ix 
Ilkc(a3)11 3,Iy

' (5.13) 

where II 11 3,1 denotes the L 3(I) norm. By the fundamental 
theorem of calculus and (5.12), the term in curly 
brackets in (5.13) is a path integral over all paths that 
travel from ~ to !; in time a2 and visit all differentiated 
bonds on the way, which can be estimated as were the 
covariances in Ref. 5. The norms in (5.13) are easily 
estimated by writing !?,(a l ), !?c(a3 ) in terms of Dirichlet 
eigenfunctions for the intervals Ix, Iy and using the 
Titchmarsh theorem which says that the L3 norm is less 
than the L3/2 norm of the Fourier (and hence Dirichlet) 
transform. The final result is that the left-hand side of 
(5.13) is less than 

constMii(lrl-2)/q exp[-Mod(Vx,Vy,y)/2] it-ui-", 

(5.14) 

where 7) > t and the constant depends on q and 7). Thus, 
choosing 7) < 1 gives (5.2). The 1 t - u 1-" comes from 
terms in (5.13) for which ~=!;, and the distance between 
~ and!; via bonds in y is zero. This concludes the proof 
of (5.2). 

The next step is to incorporate the spinors to obtain, 
together with an analogous estimate involving W+, i. e. , 

J dsrll (arlwJEr2(a1'3wJI13,vxxvy,2 

(5.15) 

where YI U Y2 U Y3 = Y with YI, Y2, Ys disjoint and arIW_, 
E1'2' a1'3w _ are being used to denote both the kernels 
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given by a1'lw_, E1'2' a"3W _ as functions of the spatial 
variables, while s, t, u are fixed, and the corresponding 
operators. (5.15) is proved with the aid of the following 
lemma. 

Lemma: Let IITlli~j, denote the operator norm of 
T : L 1>(1) - L 1>(1'). If T has spinor indices, II II includes 
a sum over the norms of components. Then, 

J ds II a1'w II (1)) ,. - 1,1' 

(5.16) 
~ const exp[ - M6 d(V, V', y)], 

where the constant depends only on p (1 < P < 00) and 
M6 ~ fu Mo; V =IxJ, V' =1' XJ. A similar lemma holds 
for w_, W+, w+. (5.16) is uniform in all Sb not integrated 
out, t,u and E. 

Proof: a1'11'_ when restricted to IXI' becomes the func
tion a1'f(s) (see Sec. 1) times the operator of convolution 
by KeW- 1I21'r. The a1'f(s) can be taken outside the norm 
and J ds1' evaluated by the fundamental theorem of calcu
lus because 1 (J1'f(s) 1 = ± arf(s). orf(s) vanishes if the dis
tance between I and I' is less than d(V, V', y); therefore, 
without loss of generality, assume the distance between 
I and I' is greater than d(V, V/,)I). w- 1/2 11 is analytic in 
p space and the nearest Singularity to the real axis is at 
distance jv10 ' hence, by a distortion of the contour in 
evaluating the Fourier transform, it follows that 
(W- 1I2v)¥(O decays as exp(-M61~1) and is C~ away from 
~ = 0. (5.16) follows except when d(V, V/,)I) = 0, i. e., V 
and V' are contiguous. This case is easily completed by 
using Mihlin's theorem (Ref. 10, p. 120) to show that as 
a convolution operator the Fourier transfonn of W- 1/2

1) 

maps LP(lR) - LP(lR) , 1 < p < 00, uniformly in Mo. 

(5.15) follows by writing Er2 = I 1,1' XIEl'~XI' in (5.15), 
where XI is the characteristic function of interval I. 
Then use (5.16) and control the sum over I, I' by using 
some of the exponential decay in (5.16). (A factor 
Mii( 11' I-I) 1 q may be included in the right- hand side of 
(5.16) on replacing M6 by M« <1'v16.) 

By Leibniz' rule, (5.15) implies the same estimate 
for the norm of a1'(w_EwJ. Therefore, by (5.1), (4.14) 
can now be proven in the special case where j(y) speci
fies the same time-localization for the variables x,y, 
in 51' by showing that 

together with a similar estimate with w+. Note that 
either Y2 = cp or 1)121 = 1. 

(5.17) 

Proof of (5.17): Use (1. 11) to express the exponential 
in terms of exp(- aw1). As has been done above [see 
(5.11) and the proof of (5.16)], take the s dependences 
outside the norm sign and evaluate the s integral by the 
fundamental theorem of calculus. The problem then re
duces to estimating 

(5.18) 
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(the sum over I reduces to one term if ')12" cp, the term 
where IxJ is the support of the bE ')12)' where a~lwJO) 
denotes the operator obtained by setting s = 0 in ilw Js), 
and XI is the characteristic function of interval I. When 
Ix*I and I,*I, (5.18) can be estimated by writing it out 
in terms of the kernels of the operators and then taking 
absolute values of the kernels. The kernel of expa~n 
is less than the kernel of expO'~ which is well-known to 
be a Gaussian. The kernel of llw.(O) is (KeW-1I2v)¥(~_~) 
when every barrier bE ')11 intersects the straight line 
joining (~, t) and (I;, t), zero otherwise. Even when ')11= cP, 
the singularity of (K eW- tJ2V) ¥ is blunted because the 
characteristic functions in (5. 18) force ~ and T/ to lie in 
different squares. Hence it is permissible to take the 
absolute value and still get estimates uniform in E. Using 
this information it is fairly easy to complete the esti
mates for the terms where I*Ix=I,. 

Consider next the term (if * 0) in (5.18) for which 
I*Ix, I=Iy. In this case, use LP continuity of c{3w .(0) 
[see the proof of (5.16)], and positivity to estimate by 

(5.19) 

and estimate (5.19) as in the paragraph above. The 
term I=Ix*Iy, if *0, is treated the same way. 

The most interesting term is I =Ix=Iy, if there is one. 
Such a term would be nonvanishing only if ')11 = Y3 = cp. 
Since every propagator is differentiated at least once, 
')12* ¢, which forces IXJ to be the support of the dif
ferentiated barrier in Yo. From the proof of (5.16) it can 
be seen that w.(O) is co~tinuous from LP(lR) to LP(I) uni
formly in I and Eo Hence by taking E = 0, this term can 
be overestimated by 

(5.21) 

Upon evaluating {f
J 

dt du[ fa dO' Jl t, u(O') F(O') F}1I2 in order 
to complete the estimate, it would appear by a power 
counting type of argument that there is a divergence as 
E - O. The point is that since IXJ is the support of a 
barrier, there is a small volume factor E which controls 
this divergence. This concludes the proof of (5.17), and 
hence (4.14) in this special case. 

To obtain (4.14) in general, observe from (1. 9) that in 
general p (x ,y) is a product of factors as on the left- hand 
side of (5.1) and construct decompositions analogous to 
(5.1) and (5.11). The estimate analogous to (5.17) is 
eas ier because the t, u integrals are more convergent 
when I, u are localized in different intervals. 

Note added in proof: Cluster expansions for YUkawa2 

have recently been established using the method of in
tegrating out fermions by J. Magnen and R. Seneor, 
preprint, Centre de Physique Theorique Ecole Poly
technique and independently by A. Cooper and L. Rosen, 
preprint, Department of Mathematics, University of 
Toronto. 

APPENDIX: THE YUKAWA MODEL 

When ¢ is a boson field, there are also functional 
derivatives with respect to ¢ coming from differentia-
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tions of the boson measure, and the integral with respect 
to this measure has to be performed after removing the 
fermions by means of the II lin norm. The procedure 
given in Sec. 4 fails in two serious ways: (1) the esti
mate (3.1) diverges logarithmically in E; (2) (4.7) and 
(4.8) are no good because I ¢ I does not exist. The way 
around the first difficulty is to use an expansion as in 
ReI. 11 to lower the cutoff in the exponent. As in Ref. 
11, certain divergent loops coming from the expansion 
have to be renormalized. To do this, a simple modifi
cation of the techniques in Sec. 5 gives control over 
S(x,y,s)-S(x,y,O), when x, y E 'V, and 'V is not the sup
port of a barrier. When 'V is the support of a barrier it 
is not necessary to renormalize because of the small 
volume of the barrier. 

The other difficulty (2) may be circumvented by 
majorizing the norm by Hilbert Schmidt norms in a dif
ferent way from (4.7) so that the majority of the ¢s are 
"padded" by propagators, for example, the Hilbert 
Schmidt norm of the operator whose kernel is Xi = (xi, t i ), 

LiEV
i 

dX2 000 dXn_1SYI(Xt,X2) ¢(X2)SY2(x2,X3) 
i=2, 00 0., n-l 

(AI) 

at fixed t i , ••• ,in' is quite respectable. It is the square 
root of a boson field polynomial and can easily be esti
mated by using a Cauchy Schwarz estimate with respect 
to the boson measure to remove the square root and then 
using Wick's theorem to evaluate the boson integral. The 
resulting estimate can be expressed in terms of L3 
norms of the boson and fermion propagators. There are 
not enough propagators to group every boson field into a 
kernel like (AI) but it can be arranged that the re
maining ones have cutoffs so that their L 3 norms do 
exist. To see how this is done, see Ref. 11 where a 
similar problem arises" The idea is that one can con
tract IjJs (the analog to integration by parts in boson 
theories) after the expansion to lower the cutoff in the 
exponent. Any ~)S left are attached to vertices with a low 
cutoff because they arose from contractions to the 
exponent. 
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It is shown that the Weyl basis formed by the canonical symmetrization of an n-dimensional, p-rank 
tensor space with canonical projection operators of Sp is a Gel'fand basis of U( n). This basis may easily be 
generated using standard projection operator techniques. 

INTRODUCTION 

It is well known that an n-dimensional, p-rank tensor 
space forms a reducible basis for both U(n), the unitary 
group of n dimensions, and Sp, the symmetric group 
of p objects. The irreducible bases of the symmetric 
group formed from this tensor space (the symmetrized 
bases) can be used to reduce the bases of U(n) and 
SU(n), the unimodular subgroup of U(n). The resultant 
irreducible bases of U(n) and SU(n) are called Weyl 
bases. Weyl generally avoided the explicit construction 
of these bases while using them to enumerate the bases 
of the irreducible representations (IR's) of U(n) and to 
determine the characters of these IR's. 1 

However, works by Biedenharn Baird Ciftan and 
2 6 ' , , 

Louck - have shown the need for an explicit construc-
tion of the irreducible bases of U(n) in order to find 
the matrix elements of the IR's of U(n) and the Clebsch
Gordon coefficients associated with the direct products 
of these IR's. Up to now this has been accomplished 
using a boson basis developed by Schwinger7 for U(2) 
and extended to U(n) by Biedenharn and Louck. 8 For 
certain applications this basis is more complicated than 
necessary. For example, work is presently being done 
in atomic and molecular orbital theory using a unitary 
basis to describe complex atomic and molecular con
figurations in a way that simplifies the evaluation of 
matrix elements of spin and orbital operators. 9-11 The 
explicit construction of a Weyl basis for U(n) using the 
symmetrization techniques described in this paper has 
been instrumental in this simplification. A number of 
tableau "tricks" have appeared which make the use of 
a Weyl basis much more elegant and convenient. Al
ready, the theory of permutation operators acting on a 
canonical Weyl basis has led to tableau algorithms for 
directly relating Slater determinant states to those 
states having separate spin and orbital parts and definite 
total angular momentum. 12 We expect more applications 
will be found in the future. 

Attempts to construct a Weyl basis have been made in 
the past, notably by Littlewood. 13 Recent work has been 
done by Tompkins, 14 Sullivan, 15 and Lezuo. 16 Lezuo has 
succeeded in constructing a canonical Weyl basis for 
SU(2) and SU(3). His techniques have been simplified 
and extended in this work to yield a canonical Weyl basis 
for all U(n) and SU(n) as he himself had predicted. The 
success of the present method is a result of the choice 
of projection operators of Sp used to symmetrize the 
tensor space. Previous dependence upon Young sym-
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metrizers to project out bases, as outlined by Hammer
mesh, 17 led to difficulties in the orthogonalization of 
the bases. These difficulties even created some doubt 
as to the possibility of ever constructing Weyl bases 
with projection operators. 18 The present choice of 
canonical projection operators of Sp not only makes 
orthogonality of the bases automatic, but also creates 
a canonical basis of U(n) or a Gel'fand basis. 

In Sec. I we review the relationship between the 
canonical irreducible bases of U (n) and Sp. In particu
lar, we show that the canonical bases of U(n) are speci
fied by the eigenvalues of the complete set of Gel'fand 
operators I; for r= 1, 2, . 0 .,1 and 1 = 1,2, ... ,n. Simi
larly, the canonical bases of Sp are specified by the 
eigenyalues of the complete set of r-cycle class opera
tors K~ for r= 1, 2, ... ,1 and 1 = 1,2, ... ,po 

In Sec. II we show that the Gel'fand invariant opera
tors of U(n) may be expanded in terms of the r-cycle 
class operators. The canonically symmetrized tensor 
basis transforms like a canonical basis of Sp under two 
different mutually commuting permutation operators 
which we call the particle and state permutations. In 
Sec. III we canonically symmetrize our tensor basis 
with particle projection operators of Sp. When acting 
on this basis, we show that the Gel'fand operators may 
be expanded in terms of the state r-cycle class 
operators of Sp. Furthermore, our symmetrized basis 
is an eigenfunction of all these state r-cycle class 
operators. Thus, we form canonical Weyl bases of U(n) 
or Gel'fand bases from a canonically symmetrized 
tensor space. Since the canonical invariant operators 
of SU(n) depend on the invariant operators of U(n), we 
also form canonical bases of SU(n). 

In the following work (Paper II), we shall show that 
the boson basis is a generalization of the Weyl basis 
and, as a result, may be generated simply and 
straightforwardly using symmetrization operators. 
The boson basis is frequently called a "Weyl basis" 
even though it is constructed from a different tensor 
space than Weyl originally considered. Since we are 
constructing a basis from the same tensor space used 
by Weyl which may be used to generate a boson basis, 
we feel justified in adopting the name "Weyl basis." 

I. REVIEW 
A. Canonical irreducible bases of Sp 

The symmetric group Sp consists of all p! permuta-
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tions of p obj ects. The IR's of S~ are labeled by the 
partitions [u] = [U1U2 ••• up], 19 where Uj '" ul+l' U. > 0 and 
btl Uj = p. There are u. boxes in row i of the partition 
[u]. 

The matrix elements of the IR's of Sp can always be 
put in real form so that the IR's are orthogonal ma
trices. The IR's of S~ obey the standard orthonormality 
and completeness relations of group theory: 

I(U) " (u) (u), _ 
-pI LJ Dij (q)Dij (q ) - o(o)(ef)' 

• i,j,(u) 

leu) 
-I ~ D\j)(q) DW(q) = Ow 0jj' o[u](u')' p. oES~ 

where leu) is the dimension of the IR [u] of Sp. 

(1. 1) 

(1.2) 

Permutations with the same cyclic structure belong 
to the same class of S~. For the Lth class consisting 
of 11 one-cycles, 12 two-cycles, ... , and l~ p-cycles 
where z:tl i(li)=P we write KL=Kl11212 ••. plp. Defining 
N L to be the order of the Lth class, we have20 

p! 
N L = 1111! 2122! ... plpp!· (1. 3) 

The character of KL is defined by 

xiu) = TrD(u)(q) (1. 4) 

for all qE K L • A special case of (1. 4) is 

X~~) =l[U) = TrD(u)(l). (1.5) 

A method of finding the dimension of IR [u] using hook
lengths21 is shown in Fig. 1. 

The characters of S~ obey the standard orthonormality 
and completeness relations of group theory: 

1 ~ N X[u)X[u) - 5 
p! [u) L L L' - LL', (1. 6) 

1 ~ N [u) [u') 5 
p! L LXL XL = (u)[u')' (1. 7) 

We now define the projection operators of S~ by the 
relation: 

Then it follows that 

leu) 
(q) P~u)= _ 

.j p! 

l[u) " " 
LJ LJ D~~J(q-l)D~~)(q') (q'). PI i' efESp 

Using the orthogonality of the matrices, 

D~jJ(q-l) =D~~)(q), 

we have 

(q) p~~) = ~ Pf~J) Df~)(q)· 
'1 if' 

Similarly, 

p~u)(q) = ~ p[u) Dj[Uj } (q). 
IJ J' ') 
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(1. 8) 

(1. 9) 

(1. 10) 

(1. 11) 

Furthermore, the projection operators are orthogonal 
as seen by using (1. 2) and (1. 10), 

= 5}k5(u)(v) plrJ
• (1. 12) 

Now consider the following idempotent: 

(1. 13) 

We may expand p(u) in terms of the classes of Sp. We 
have 

or 

leu) 
p(u) = _ ~ ~ D[uJ(q) (q) 

p! i oEsp iI 

leu) 
- - ~ TrD(u)(q) (q), 
- p! oE S 

p 

leu) 
p(u) _ _ " x[u)K 

- p! 7: L L' 
(1.14) 

We may also expand the classes of S~ in terms of the 
idempotents. Using (1. 14) and (1. 6) we have 

or 

Dimension 

representation of Sp 

p! 

product of t1tut~' hooklengths 

FIG. 1. Dimension of an ill of Sp. The Robinson formula for 
the dimension [[ul of an ill of Sp labeled by a partition [u] is 
given above. A hook-length of a box in a partition is simply 
the number of boxes below it, to the right of it, and itself. The 
denominator in the dimension formula is the numerical pro
duct of all the hook-lengths of the boxes. Examples for S4 are 
given below. 
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(1. 15) 

We can now show that the irreducible bases of 5p are 
eigenvectors of the classes of 5p • Let I ~u1) be an irre
ducible basis of the IR [u] of 5p• By definition we have 

From (1. 13), (1. 2), and (1. 8) it follows that 

p[v1 I ~u1) = I jU1) li[u1[v1 • (1. 16) 

Operating on the irreducible basis with class KL and us
ing (1. 15) and (1. 16), we have 

K I ~u1) = NLxl
u1 I [u1> 

L. ----zrur- i , (1. 17) 

so the bases of the IR [ul of 5p are simultaneous eigen
vectors of the class operators of 5p with eigenvalues 
(NLXiU1)/z[u1. 

The simultaneous eigenvalues of the class operators 
completely determine the IR's of Sp. If 

NLXiul NLXi
vl 

zrur- = ---yrvr 

for all L, then 

1 NLXiulXiul 1 NLXivlXivl 
p! It (Z[u1)2 = p! It (ltvl)2 

and from (1. 7) it follows that t ul = Z[vl. From our initial 
assumption we have that xlu1 = xl"l for all L. This is 
precisely the criteria for the two IR's [ul and [vl of 5p 

to be equivalent. However, since we only need to speci
fy the prows u1' U2, .•• ,up to determine the IR [ul of 
Sp, not all of the class operators are independent. 
Kramer22 has shown that the eigenvalues of the r-cycle 
class operator, K .. =K

1
p-Tr1 for r= 2, 3, ..• , p, uniquely 

determine the IR's of 5p• Note that we need the p-1 
independent operators Kr and the condition, p = 1/.1 ui' 
to determine the p unknowns u1, u2, ••• ,up. For this 
reason we adjoin to the r-cycle class operators the 
operator Kl = p, and adopt the notation 

K: =Kr for r= 2,3, ... ,p, 

Kf=K1 =p. 

This notation makes explicit the fact that the eigenvalue 
p of Kf determines the group Sp to which the r-cycle 
class operators belong. 

A canonical irreducible basis of 5p is defined by 
means of the subgroup reduc tion 51' ~ 5p_1 ~ 0 0 0 ~ 51 such 
that an irreducible canonical basis of 5p is also an ir
reducible basis for all subgroups in this reduction. Thus 
a canonical irreducible basis of Sp is an eigenvector of 
all sets of class operators of 5p , Sp..1' • , , ,51: 

Kt Kt.l 0 00 Kf 

Kt.jl •• , Kf-1 

The lth row of r-cycle class operators above complete-
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ly specifies an IR [ul' of 5, so that a canonical irreduci
ble basis I ~~l) of Sp may be represented by means of a 
succession of partitions: 

([~::: ; ::::}, 1) 
(1. 18) 

[ul1] 

where 'Zi~l uim = m for m = 1,2, .. "p, and [u)P = [ul. 
We call such a succession of partitions a standard pat
tern of 5p• The fact that this pattern uniquely deter
mines a canonical irreducible basis of Sp is inherent 
in the branching law of 5p which specifies further that2 3 

(1. 19) 

The standard pattern of Sp may be pictured by means 
of a standard tableau24 Tf~~ of 5p • The standard tableau 
T\~i is the partition [u] of 5p numbered with 1,2, ... ,p 
in the boxes such that the numbers increase to the right 
in the rows and down in the columns with no numbers 
repeated. There are Z[ul such standard tableaus of [ul. 
For example, when [ul = [210], then Z[ul = 2, and we have 
the two standard tableaus F and 13

• For typographic 
convenience we have omitted the boxes surrounding the 
numbers in the standard tableaus. 

Let Tf~t be the standard tableau remaining after 
removing boxes with numbers m + 1, m + 2, ... ,p from 
T~~I and let [ul;:' be the corresponding partition remain
ing. The rows uim of partition [ul;' obey conditions (1. 19) 
of the branching law of Sp so that we may associate the 
standard tableau Tf~i with the standard pattern f~1 of 5p• 

The standard tableau associated with a canonical ir
reducible basis uniquely determines the reduction of 
the basis under all subgroups 51» 5p_1, ••• ,51 as illu
strated in Fig. 2. 

We now give a prescription for finding the semi
normal canonical projection operators O;~l of Sp de
fined such that 

(1. 20) 

where C~~l is some positive constant and p~~l is a 
canonical projection operator constructed from a canon
ical IR of 51>' 25 We will show later that the O~~l can 
proj ect out a canonical irreducible basis of 5p • Let 
Ti~I=O"rsTi~1 where O"rs permutes the numbers in the 
standard tableau Tf~l of 5p• For example, 

FIG. 2. Canonical reduction for Sp. The m [210J of S3 reduces 
to the m's [20J and [l1J of S2 as shown. As a representation of 
S2 or SI it is diagonal. Each basis of [210J corresponds to a 
diagonal component with a unique genealogy traced by the stan
dard patterns or standard tableaus shown on the right. 
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F=(23)P· 

Now let P;' be the symmetrization operator of the num
bers in the rows of T~~im and N'; be the antisymmetriza
tion operator of the numbers in the columns of T~~r . 
In the example above we have 

pi, =S12 = (1) + (12), 
3 

Nr2 =A12 = (1) - (13). 
3 

If we define 

then 

(1. 21) 

(1. 22) 

1 
where O[uJ = (1). It is interesting to note that we obtain 
the same O~~) if we define E~s=N:ursP:, Continuing with 
our example, we have Ei2 12 = S12' Ei313 =A12 , and 
Er213=S12(23)A12 so that 3 3 2 2 

3 2 

OBW = S12 S 12 (23)A 1012 
3 2 

= 4S12 (23)A12 

= 4«1) + (12»(23)(1) - (12» 

= 4«23) - (13) + (132) - (123». 

Let [ill be the partition conjugate to [u] formed by ex
changing rows and columns of [u]. Similarly, Ti~i is 
the conjugate standard tableau formed by exchanging 
rows and columns of Ti~i. For example, 

r--.' 
123 _ 14 
4 -2' 

3 

Also let Eq be 1 or - 1 if permutation (q) is an even or 
odd product of bicycles respectively. We see that 
Eo = Eo __ and that oW may be found from O~~J simply 

rs TS 
by exchanging symmetrization and anti symmetrization 
operators (A -S). It follows that the coefficient of (q) 
in oW is simply the coefficient of (q) in O~~) multiplied 
by the factor EqEO • From (1. 20) and the definition of 
the projection op~rators (1. 8), we have the relation 

(1. 23) 

for the canonical IR's of Sp, 

B. Canonical irreducible bases of U(n) and SU(n) 

The unitary group U (n) consists of the set of all n
dimensional unitary matrices. The unimodular unitary 
group SU(n) is the set of all n-dimensional unitary 
matrices with unimodular determinant (determinant 
equals one) and is a subgroup of U(n). The set U(n) and 
SU(n) form an IR of themselves which is called the self 
or fundamental representation. 

The generators Eli for i, j = 1,2, ... ,n of U(n) obey 
the commutation relation26 

[Eli' E kl ] = EilO jk - EkiOif< 

where 
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(1. 24) 

(1. 25) 

The generators Eli of SU(n) will obey the unimodular 
condition 

TrE1i=0, 

if we let 

(1. 26) 

EL = Eli for i* j, (1. 27) 

1 
H;=Eii=.;wm (El1+E22+"'+Eii-iEI+1i+1) 

for i = 1,2, ... ,n-1. 

The IR's of U(n) and SU(n) are labeled by partitions 
[M] with the number of rows no greater than n:27 

[M] = [mln m2n" • m n.]. 

One of the first problems is to find a complete and in
dependent set of mutually commuting Hermitian invari
ant operators constructed from the generators Eij or 
EL which uniquely specify the IR of U (n) or SU (n) re
spectively. By invariant operators we mean that the 
operators commute with all the generators of the group. 

Such a set of invariant operators has been found by 
Gel'fand28 for U (n): 

(1. 28) 

n fork=2,3, ... ,n, 

It"=:0 Ei · 
11 1'1' 

From (1. 25) it follows that the I; are Hermitian and 
from the commutation relations (1. 24) it is straight
forward to show that 

(1. 29) 

for k = 1, 2, ... ,n. Thus the operators Ik
n are invariant 

and mutually commuting. It can also be shown that the 
operators I k

n are independent and complete, i. e., the 
eigenvalues of these operators uniquely specify the IR 
[M] of U(n) and the eigenvectors of these operators form 
an orthogonal irreducible basis of [M]. Note that n 
operators are necessary to specify the n rows of 
partition [M]. 

For SU(n) the dependence of the invariant operators 
I~" for k = 2, 3, ... ,n upon the generators EL is more 
complicated. Such a set of mutually commuting 
Hermitian invariant operators has been found by Popov 
and Perelomoy29: 

['" = :0 (k) - ~ I" 1" = n. k (1") k-r 

k r=O r n r' 0 
(1. 30) 

This is one way to prove that an irreducible basis of 
U(n) is also an irreducible basis of SU(n). Hence, the 
bases of U(n) and SU(n) may be simultaneously specified 
by the same partition as we have indicated. There are 
only n - 1 operators needed to specify the partition [.'11], 
because for SU(n) we have the equivalence of IR's30: 

(1. 31) 

or 

[M] = [M'] 
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Dimension Ofr· 
o • 

o • 

representation of U em) 

product of Integers 
In- • 0 

product of 
, hooklengths 

FIG. 3. Dimension of an IR of U(m). The Robinson formula for 
the dimension f 1M J of an IR of U (m) labeled by a partition [M] 
is given above. Examples for U (2) and U (3) are given below. 

One may remove all the columns with n boxes from the 
partition and obtain the same IR of SU(n). 

A canonical irreducible basis of U (n) is defined by 
means of the subgroup reduction U(n) ::JU(n -l)::J" 0 

::J U(l) such that an irreducible canonical basis of U(n) 
is also an irreducible basis for all subgroups in this 
reduction. ThUS, a canonical irreducible basis of U(n) 
is an eigenvector of all the sets of invariant operators 

(0 ) (b) 
• 

• 
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of U(n), U(n - 1), ..• , U(l): 

Inn Inn_1 0 0 0 It" 
I:.-l· .. It-1 

The lthrow uniquely specifies an IR of U(Z) so that a 
canonical irreducible basis I~~l) of U(n) may be repre
sented by means of a succession of n~rtiti()n" 

[min Yl12n •• °ln nn ] 

(

m1n_1 ••• n1n_1 n_1]) [Ml_ , , 
(m)- • " • 

'[ml1f 

(L 32) 

The pattern above is called a Gel'fand pattern31 or a 
standard pattern of U(n). The fact that this pattern 
uniquely determines a canonical irreducible basis of 
U(n) is inherent in the Weyl branching law32 which 
specifies further that 

(1. 33) 

There are jEMl such patterns, where j[Ml is the dimen
sion of the IR [M] of U(n). A method of finding the 
dimensionjEM] using hook-lengths is shown in Fig. 3. 
If we let .\1 = PI - Pf -1 where PI = L:t1 mil, then (.\) 
= (.\1 ~ • , '.\n) is called the weight of the standard 
pattern ~~l. 

The standard pattern of U (n) may be pictured by 
means of a standard tableau T~~l of U(n). The standard 
tableau T~~l is the partition [M] of U(n) numbered with 
1,2, ... ,n in the boxes such that the numbers are non
decreasing to the right in the rows and are increasing 
down in the columns. There may be repeated numbers 
in the rows but not in the columns. When there are no 
repeated numbers in the rows of T~~~ of U(n) it will be 
equivalent to some T~~l of Sn. There are j[Ml standard 
tableaus of U(n) corresponding to IR [M]. For example, 
when [M]=[210], j[Ml=8, and we have the eight 

• 

FIG. 4. Labeling for a canon
ical unitary basis. (a) Stan
dard or Gel'fand pattern of 
U (n). The lth row of integers 
[mllm21 0 0 0111 111 specifies to 
which m of U (Z) the basis be
longs. The (1- l)th row 
specifies to which IR of 
U (l -1) the m of U (Z) re
duces. In this way each basis 
of U (n) has a unique genealogy 
chain and labeling. (b) Stan
dard tableau of U (n). The 
standard pattern of U (n) may 
be pictured by means of a 
standard tableau. (When la
beled algebraically, it is just 
an upside down standard 
pattern. ) 
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[210] 

standard tableaus! 1, !2, p, !2, ~2, !3, p, and ~3. 

Let the ~tandard tableau T~~i contain Al numbers Z 
and let [M]m l be the partition remaining after removing 
boxes with the number Z + 1, Z + 2, ... , n from T~~i. We 
see that the rows mil of the partition [:vI]~1 must obey 
conditions (1. 33) of the branching law of U(n) so that we 
may associate the standard tableau T~~i with the 
standard pattern ~~; as shown in Fig. 4. The standard 
tableau associated with a canonical irreducible basis 
uniquely determines the reduction of the basis under all 
subgroups U(n), U(n - 1), ... , U(1) as illustrated in 
Fig. 5. 

It is impossible to completely specify an irreducible 
representation of SU(n) by means of the subgroup re
duction SU(n) ~ SU(n -1) ~'O < ~ SU(1) as one might ex
pect. 33 Instead one uses the canonical reduction 
SU(n) ~ Un_1(1) xSU(n - 1) ~ Un_2(1) X SU(n - 2) ~ 00 0 ~ U2(1) 
x SU(2) ~ U1(1), where the generator for U /(l) is HI' 
Note that HI commutes with all generators Eij of SU(Z) 
as required for the direct product U I (1) x SU(Z). HI is 
also the only invariant operator of Ii 1(1), so the com
plete set of invariant operators for U /(l)xSU(l) is HI 
and I~I for !? = 2, 3, ... ,Z. A canonical irreducible basis 
of SU(n) is then an eigenvector of all the sets of in
variant operators: 

I~n I~~l ••• Ifn 0 

I~~11 •• '12"-1 Hn_1 

Because of the relations (1. 27) and (1. 30), a canonical 
irreducible basis of SU(n) is specified by the simultane
ous eigenvalues of the invariant operators of U (n) with
in the equivalence 

I[Ml) -1[M'l) 
<m) - <m) • 

II. U(n) INVARIANT OPERATORS AND Sp 
CLASS OPERATORS 
A. Unitary invariant operators 

(1.34) 

If I(h!> h2' •.• ,hn) is any symmetric polynomial func-
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FIG. c,. Canonical reduction 
for L(n). The m [210] of l'(:l) 
reduces to the IR's [21], [20], 
[111, and [J 0 I of II (2) as 
shown. As a representation 
of U (1) it is diagonal. Each 
basis of [210] corresponds to 
a diagonal component with a 
unique genealogy traced 1))" 

the standard patterns or 
standard tableaus shown on 
the right. 

tion of its arguments (h) = (hi' hz, ... , hn), and (jJ)(lz) 
= (hp), where (p)E Sn, then from the definition of a 
symmetric function we have 

(2.1) 

It has been shown by Perelomov and POpOV34 that the 
eigenvalues of the invariant operators of U(n), (1:>, 
for l? = 1, 2, ... ,n, are symmetric f?th degree polynomi
als of the partial hooks, 

hi =Ui +n - i (2.2) 

for i=l, 2, ... ,11, where [u]=lU1uZ" .un] is any IR of 
U(n). Furthermore, the only lzth degree terms of the (Il) 
in ukn) are 

(2.3) 

The 5k for f? = 1, 2, ... ,n are the Pythagorian sym
metric functions: From the fundamental theorem of 
symmetric functions35 any symmetric hth degree poly
nomial function of (h) for k '" n is expressible as a poly
nomial function of the 51,52, ... ,5k of kth degree in (h). 
A symmetric flth degree polynomial function of (11) for 
k:> n is expressible as a polynomial function of only the 
51,52, ••• , 5n of nth degree in (h). Clearly, from the 
above we have 

(2.4) 

for k = 1, 2, ... ,n, where F k
n_1 is a polynomial of the 

51> 52, ..• ,5k _1 of degree k - 1 in (h) and Fa is a constant. 

We can now prove that the invariant operators of 
U(n) are independent and complete, and therefore 
uniquely specify the IR [u] of U(n). To prove the inde
pendence of the 1: for l? = 1,2, ... ,n we show that the 
Jacobian, 

is nonvanishing. 36 From (2. 4) we have 

J«m) =J(5~), 

C.W. Patterson and W.G. Harter 
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= 11! 

h'1-1 h';-2 o. '1 

hz-1 hr2 ., 0 1 

lz~-l h~-z, 0 0 1 

=11! D(lzl,h2, ••• ,hn ), 

where 

n 

D(hj>h2,···,hn)= n (hi-h j ) 

(2.6) 

is the Vandermonde determinant. Now hi *- h j for any 
i *- j since ui - i *- uj - j for any partition [u]. So J«(I;») 
is nonvanishing and the operators I; for k = 1,2, ... ,11 
are independent. 

To prove completeness, 37 we must show that 

(2.7) 

for i = 1, 2, ... ,11. Then any invariant operator r where 
(In) =I"(h1, hz, ••• , hn) may be expressed in terms of 
It, Iz", ... , I;: using (2. 7). This is equivalent to showing 
that the n independent equations, 

(2.8) 

for k = 1,2, ... ,11 have only one solution (h) which corre
sponds to a partition. 

Let (lz) be such a solution of (2.8) corresponding to 
partition [u]. Then (h p) is also a solution of (2.8) since 
the I k

n (h 1, h 2, ••• , hn) are symmetric functions of (h). 
Also, sinc e hi *- h j for i *- j we have n! distinct solutions 
(hp) for all P E 5n• But this is the maximum number of 
distinct solutions allowed from the n equations of (2.8) 
sinc e I k

n (h1, h2, ••• , hn) is of kth degree in (h) and 

n 
n (l?)=nl. 
k=l 

So the (h p) give us all possible solutions of (2.8). 

Now define [U,] < [u] if the first nonzero difference 
u, - u: for i = 1,2, ... , n is positive. If [u] is a partition 
then (p)[u] ~ [u]. Let Ri =n - i and (R) = (R1, R 2, ••• , Rn) 
so that (h) = [u] + (R). We note that (p)(R) < (R) and 
- (R) < - (p-1)(R) for (p) *- (1). Now let [up] = (hp) - (R) be 
the partition corresponding to the solution (hp) of (2.8). 
Then for (p) *- (1) 

[up] = (p)[u] + (p)(R) - (R) 

(2.9) 

So [up] cannot be a partition unless (p) = (1). We have 
only one solution (h) which corresponds to a partition. 

B. Permutation class operators 

For a number of applications in theoretical spec
troscopy38 it is convenient to recast some of the unitary 
operator formalism in terms of r-cycle permutation 
operators. In particular, we will show that the invariant 
operator eigenvalues of U(n) and SU(n) can be expressed 
in terms of the r-cycle class operator eigenvalues 
given in (1. 17). This is convenient because the eigen
values of the KT are easily evaluated in terms of a 
hook-length formula given in Appendix A. 
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Let us consider the eigenvalues of the KT of 5p in 

more detail. If we restrict our attention to partitions 
[u] = [Ut Uz ••• un] with n rows, it has been shown by 
Yamanouchi that39 

[ul _ ( _ )' t D(h1, h2, ••• , hi - r, ... , hn) 

Xr - P r. 1:1 h1!h2! "'(hj-r)! ooohn! ' 
(2. 10) 

for r = 0,2,3, ... , n, where the sum is over all indices 
such that there are no negative factorials. From (2. 10) 
it follows that for r = 0, 

[ul _Z[ul = pI D(J J I ) 
XjP - J" J' It, 1" .•. , In , 

I II •• 'I 1· '2· n· 
(2.11) 

and from (1. 3) and (1. 17) that 

(K)=.! t hi !D(h1,hz,··· ,hi - r, ... ,hn) 

T r ;=1 (hi - r)! D(h1,h2, •• " ,hn) 
(2.12) 

for r=2, 3, ... ,11. 

It can now be seen that the eigenvalues of the opera
tors Kr are symmetric rth degree polynomials of the 
partial hooks (h). Thus (Kr ) for r = 2, 3, ... , n is a 
polynomial function of the Pythagorian symmetric func
tions 51,52, ••• , 5r when Kr acts on an irreducible bases 
of [u] with n rows. 

We would like to find the class operators which are 
complete and independent when acting on such a basis. 
For this purpose we adjoin to the r-cycle class opera
tors the invariant operator It of U(n), where 

(It) = t Ui=Pn=P 
1:1 

and adopt the notation: 

K;n=Kr for r=2,3, ... ,1l, 
K Pn - In 1 - l' 

(2.13) 

This notation makes explicit the fact that the eigen
value 1)n of It determines the group 5p to which the r-
cycle class operators belong. n 

We may expand the (K;n) in terms of polynomials of 
5r of rth degree in (h): 

(2.14) 

where we sum over those (v) = (V1, vz, ••• , vk) such that 
L:t1 i(v,)=l? We know that 

p n 
(K1 n) = 6 Ui = 51 + n(n - 1)/2. (2.15) w 
We wish to prove that 

(K;n) = (l/r) 5r +/T"..l (51,52, ••• ,5r_1), (2.16) 

for r= 2,3, ... , n, where/:_1 is a polynomial of the 
51,52, ••• , 5r _1 of degree r - 1 in (h). This is equivalent 
to proving that the only rth degree terms of the (h) in 
(K;n) are (l/r) 5r. We follow closely the procedure of 
Hammermesh. 4o 

From (2.12) and (2.14) we have 
~ h·! ( fj (hi ~ r)! D h1 , h2, ••• , hi - r, ... , hn ) 

=D(hj ,h2 , ... ,hn) 6 akV)(5?5~z·"5~k). 
k, tv) 

(2.17) 

To find the a~ v), we equate coefficients of like mono-
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mials of (h) on both sides of Eq. (2. 17). Consider only 
terms in which the power of hl is '" n and in which the 
power of all other hi is ;-. n - r. Then 

(h l - r)"-l (h l - r)"-2 (h l - r)"-r 

hl ! hil h2-2 h2-r 

(h l - r)! 1 h"-r-l ••• 11 1 
T+1 n-1 

h;-l J "-2 Zr h;-r 

h'rl h'i-2 lz'{-r 

h2-1 lzr2 112-r 
Ihn- r- l ••• h I r+l n-1 

hn- l 
r lz"-2 

r h n- r 
r 

where Ih;:rl ••• hn_ l l is the determinant left after re
moving the first r rows and columns from 
D(h l , h2 , ••• , hn). Equating the coefficients of the mono
mials of highest degree on both sides, we find 

a(v) _ \1 when (v) = (00 00001), (2.18) 
r -,,0 when (v)*(OO,o·Ol). 

The remaining terms of (K;n) must be symmetric poly
nomials of (lz) of degree less than r, thus proving 
(2.16). 

We may prove, as we did for the invariant operators 
I; of D(n), that the r-cycle class operators are complete 
and independent when operating on irreducible bases 
of [u] with n rows. The operator Kin uniquely specifies 
the permutation group Sp to which the r-cycle class 
operators belong. The remaining Kfn for r = 2,3, •.. , n 
then uniquely specify the partition [u] of Sp with n rows. 

n 

As a corollary to the above, let [u] be any partition 
with p boxes so that it labels an IR of Sp. Since such a 
partition can not have over p rows it must be specified 
by the operators Kf for r = 1,2, ... , p, where Kf = p. 
This proves the results of Kramer given in Sec. I. 

We have assumed that the IR [u] of D(n) has n rows. 
Now let the IR [u] of D(n) have only I? rows, that is, we 
assume u""l =Uk+2 = 0, 0 =U n = O. Then U;) and (K:n) may 
be expanded as a polynomial function of the 51,52, ••• , 5k 

of Nh degree in (11) = (h l , h2 , ••• , h k) when k "" r. Obvious
ly, in this case not all of the operators I; for 
r= 1,2, . 0', nor K;n for r= 1, 2, ... , n are independent, 
but we may easily choose an independent set by letting 
r= 1,2, " ., fe. However, we must use an over complete 
set of operators to specify the IR lu) since we have no 
way of determining beforehand how many rows are con
tained in [u L D nfortunately, for r> k it is possible that 
Pn < Y, in which case K:n is not defined. We may remedy 
this situation and use the set of operators K;n for 
r=l, 2, ... ,n to specify any [u] if we stipuate that 

K:n = 0, when Pn < r. (2. 19) 

We have shown that the IR's of D(l) may be specified 
by either the operators If or K;I for r= 1, 2, ... , l. 
Since both sets of operators are complete and indepen
dent, we may expand one set in terms of the other. 41,42 
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It follows that since the Gel'fand operators I; are mu
tually commuting invariant Hermitian operators of D(n) 
forr=I,2, ... ,l, andl=I,2, ... ,n, so are the 
operators: 

K
Pn KPn •• 0 KPn 
n n-1 1 

K::,.-l ••• Kin-t 

• p' 
K11 

where K:I = 0 for PI < r. 

Thus the set of eigenvalues of the r-cycle class 
operators above completely specify a canonical or 
Gel'fand basis of D(n). Also, because of the relation 
(10 30), such a set of eigenvalues will also specify the 
canonical basis of SD(n). 

III. CANONICAL WEYL BASES 

Let I <PI> be the ith state of the lth particle which is 
taken as the ith fundamental basis of D(n) or SD(n). 
These bases are assumed to be orthogonal, 

(<pI 1 <Pr> = Dii' D
"

, • (3.1) 

The single particle generators di of the fundamental 
representation of D (n) operate on the m th particle state 
such that 

(3.2) 

Hence, the eL obey the commutation relations 

[elj, e~l) = Dmn(eil Dik - e::J Di I), (3.3) 

as required. 

The pth direct product of the fundamental bases, 

1 <p( 0):= 1 clJ1
1
) 1 ¢72) ... I <P~p) = I clJ1

1 
¢~2 " 0 <Pfp)' 

for i l , i2 , ••• , ip = 1, 2, ... , n is an n-dimensional, p-rank 
tensor space and forms a reducible basis of D(n) with 
generators 

p 

Eij=~ eL. 
1=1 

(3.4) 

These generators obey the required commutation rela
tions (1. 24). The tensor space also forms an ortho
normal basis, 

(rh(·)lrh(.»=D . . D .. o··D . . =D(.)(.). 
,+" '+' J 'lJl '2J2 'pJp 'J 

(3.5) 

We may define two commuting groups of permutation 
operators [q] and (q) which act on our tensor space. A 
permutation [q] acts on the state labels associated with 
each particle and transfers them to other particles. 
Thus the particle permutation [123J means transfer the 
state label of particle 1 to particle 2, transfer the state 
label of particle 2 to particle 3, and transfer the state 
label of particle 3 to particle 1. For example, 

[123] I <pl1 ¢~3 <PJ2) = I <Pt2 ¢~1 <P~3)' 

A permutation (q) acts on the state labels themselves 
and transfers them to other state labels. Thus the state 
permutation (123) means transfer state label i1 to i 2, 
transfer state label i2 to i 3, and transfer state label 
i3 to i l • For example, 
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Because of the different multiplicative properties of 
[q] and (q) their irreducible matrix representations are 
different and obey the relation 

D~j1(q) =D~f1[q]. (3.6) 

We also note that 

(3.7) 

When operating on the tensor space, the generators 
Eij do not affect the ordering of the subscripts so that 
the E lj commute with all [q] and (q), i. e. , 

EiAq] = [q] E l }, (3.8a) 

(3.8b) 

We now reduce the tensor space under permutations 
of Sp. Let [p;~l] operate with particle permutations and 
(P;~J) operate with state permutations. From (1. 10) 
we have that the projected basis [p~~l] I cp(i) transforms 
like an irreducible basis I ;u1) of Sp under particle 
permutations [q], 

[q][p;~l] I CPw)=6 [p;~]] I cp(i»D~~T1[q]. (3.9) 
T' 

Also from (3.6), (1.11), and (3.7) we have 

(q)[p;~l] I cp(i) = [p;~l](q) I cp(i) 

= [p;~l ][q] I cp(i» 

= 6 [p;~n I cp( i» D~J [q ] 
s' 

(3.10) 

Thus [p;~l] I cp(i» transforms like an irreducible basis 
l~u1) of Sp under state permutations (q). We see that the 

particle projection operator reduces the tensor space 
under both particle and state permutations. Also from 
(3.6) and (3.7) we have 

[p;~l] I cp(i)= (p~~l) I cp(i). 

One may use either particle or state projection opera
tors to reduce the space. We choose to use particle 
projection operators and from now on we assume the 
p;~l are particle projection operators unless other~ise 
denoted. 

Let 

(3.11) 

The different irreducible bases I ~'!!) of Sp for a fixed 
s and (i) are orthogonal. To show this, we first note 
that the particle permutations are unitary operators on 
the tensor space: 

([q] I cp( i»)t I cp(J» = (¢(l) I [q-1] I CP(j), 

or 

[q]t = [q-1], 

Using (3.12), (1. 8), and (1. 9) we have 

[p~;l]t = [p~~l]. 

From the above equation it follows that 

(;'!! I~~;,) =(cp(i) Ip;;ltP~!'~~1 CP(i'j) 
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(3. 12) 

(3.13) 

== (cp(i) Ip~~lp;~:l, I ¢(i'j) 

== 0[u][111 0TT'(¢(i) Ip~;} I CP(i'j)' (3.14) 

The number of times the IR [u] of Sp is contained in 
the tensor space is the number of independent bases 
I ~'!!) for a given [u] and r. This will be shown to be 
equal to j[u1. 

The particle projection operator also reduces the 
tensor space under transformations of the generators 
Eij of U(n). We have 

[q] Eij I ~'!!) = Eij[q] I ~uT1) 

so that bases with fixed r transform among themselves 
under all E lj of U(n) and form a representation of U(n). 
The dimension of this representation of U(n) for a given 
r and [u] is the number of independent bases, f [u1. The 
number of such representations contained in the tensor 
space is the number of independent bases I ~u,:) for a 
given [u], s, and (i). But this is just the dimension of 
the IR [u] of Sp, or Z[u1. 

To complete the reduction of Sp and U(n) on the tensor 
space using particle projection operators one can deter
mine the j[u1 independent bases for fixed [u] and rand 
then orthonormalize these using the standard Graham
Schmidt procedures. An alternate method, which we 
shall adopt, is to simultaneously diagonalize the mutual
ly commuting Hermitian invariant operators of U(n), 

K Pn KPn •• 'KPn 
n n-1 1 

K Pn-1 ••• K Pn-1 n-1 1 

o. po 

K11 

where K;l == 0 when PI < r, in our bases I ~uT1). The eigen
values of the operators must uniquely specify the canon
ical irreducible basis of U(n) to which the eigenvectors 
correspond. Hence, bases with the same set of eigen
values must be equal within a normalization factor. Be
cause of the Hermitian properties of the invariant 
operators, bases with different sets of eigenvalues must 
be orthogonal and correspond to different canonical ir
reducible bases of U(n). 

An irreducible basis constructed in this manner is a 
Weyl basis of U(n). Because of our choice of operators 
the Weyl basis will also be a canonical or Gel'fand basis 
of U(n). 

We can reduce our work by eliminating the bases 
which are obviously not independent. Denote by I ¢J 
any tensor with state labels consisting of A1 ones, A2 

twos, ... , and An n's in the subscripts. Using (3.10) in 
the following form: 

p;~l[q] I cp~) =6 P;;: I cpJD~~}[q], 
s' 

we may let I cp~) have any order in the individual parti
cle states and still obtain the same independent bases. 
For this reason we may choose the ordering below, 

I cp~) = I cplcp~ ••• cp~1cp~1+1 ••• cp~2 ••• cp:n_1+1 ••• cp:n), 

(3.15) 
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where 2: r =1 XI = PT , and Pn = p, without losing generality. 
We now define 

l
[ul)=p[ullA. ) 
sr '"s ~')., (3.16) 

and note that 

E I [ul) - X I [ul) 
ii ST - i S7 • (3.17) 

The weight of the basis I ~~) is (X) = (X1X2 ••• Xn). The 
bases I~UTl) are already eigenvectors of the invariant 
operators K:T for r= 1,2, ... , n, where 

K
PT I [ul) =P I [ul) 1 ST T 5r , (3.18) 

so bases with different weights must be orthogonaL 
This is also obvious from (3.5). 

The question now arises as to which permutation 
convention to use for the class operators K;' when 
operating on the tensor space bases. Because the state 
operators (q) and the generators E lj obey the same 
commutation relations with respect to the particle 
projection operators, we use the state classes (K;'). 
Hence, the invariant operators n are expanded in terms 
of state class operators (K;') for r= 1,2, ... ,k when act
in?, on the tensor space. From now on we assume the 
KT' are state class operators unless otherwise denoted. 
Since the I: act only on states with state numbers 
1,2, ... ,I, the K;' must act only on state labels with 
state numbers 1,2, ... , I. We define 5 (p ) to be the sub
group of Sp corresponding to permutatiohs of the state 
labels of our tensor bases with state numbers 1,2, . 0 0 ,I 
so that K;' C SIP ). For example, if i1i2i3i4i5 = 13243, 
then S(P3) = 5(4) is the group of permutations of i1, i2, i3, 

and i 5• Note that 5(4) differs from 54 where the latter 
is the group of permutations of the first four state 
labels i1, i 2, i 3, and i4 • 

We may now show directly that the class operators 
K;' for 1 = 1,2" ,., nand r= 1,2, .. 0, 1 are mutually 
commuting invariant Hermitian operators of U(n), We 
have 

(3. 19) 

since a class of a group commutes with all elements 
of that group and one of the groups SIP ) or SIP ) is a 
subgroup of the other. From (3. 8b) it follows that the 
r-cycle class operators are invariant operators of 
U(n): 

(3.20) 

If a class contains the element (q) it also contains (q)-t. 
If (K;')-t is the inverse of all the permutation terms in 
(K;'l, then 

(K;')t = (K:r)-t = (K;!) , (3.21) 
i. e., the r-cycle class operators are Hermitian. 

The bases I ~u:) are already eigenvectors of the 
operators Kf' for I = 1, 2, ... ,n with eigenvalues Pro As 
stated before, it is just these eigenvalues that deter
mine which canonical scheme of r-cycle class operators 
to use, i. e., which subgroup SIP ) of Sp the r-cycle 
class operators act on. I 

We now prove that the projected tensor bases I ;~) 
are eigenvectors of K:n for k = 1,2, ... ,n. From (3,10) 
we have that l~u:) transforms like an irreducible basis 
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I;Ul) under permutations (q) of Sp. Then from (1. 17) we 
have Pn [ul 

KPnl[ul)=~ I[ul) (3.22) 
k 5T ~ 5T 

for k = 2,3, . , . ,n where N:n is the order of the class 
K:n. This proves that the independent bases I ~~) for 
fixed r form an irreducible basis of U(n) corresponding 
to partition [u 1 if complete. 

We now let the projection operators p;~l be expanded 
in terms of the canonical IR of Sp. These p;~l will then 
be proportional to the semi-normal projection operators 
O;~l. In this case we have from (3.10) that l;u:) trans
forms like the canonical irreducible basis I i~l) asso
ciated with the standard tableau T~~? under permutations 
(q) of Sp. 

The basis I ~~) therefore tra,nsforms like a canonical 
irreducible basis 1~~~PI) of [Ul~1 under permutations 
(q) of Sp. For K;l to be a class operator of the sub-

I 
group Sp in the canonical reduction of the basis I i~l>, 
it is nec~ssary that the subgroup S(PI) of K:' correspond 
to permutations of the first P, state labels. Since K;' 

p 
permutes the state numbers 1,2, ... , I, for KT I to be a 
class of Sp, in this canonical reduction these state num
bers must be in the first state labels it, i2, •• • , ip, ' This 
is the reason for our particular choice of I ¢~) with 
definite order such that it "" i2 "" ••• "" ip• From the above 
conSiderations, we have 

P, [ul~l 
K P, I [ul) = Nk '1 I [ul) (3. 23) 

k ST l[us' ST 

for I = 1,2, ... ,n and k = 1, 2, ... ,I. Thus the canonical
ly projected Weyl basis l;~l) transforms like an irredu
cible basis of [Ul~l under U(l). From (1. 32) we see that 
if I ~~~) is a canonical irreducible basis of U(n), then 
I ;~) = I ~~l> when 

[Ul~1 = [inti m21 '" mill 

for I = 1, 2, ... ,n - 1, 

[ul~n = [ul = [Ml. (3.24) 

Both (s) and weight (X) = (Xt X2 " 'Xn) where 2: l.t Xi = P, 
uniquely specify (m) for a given [ul=[Ml. 

We define a tableau of U(n), T~~?¢~, to be a partition 
[u 1 with state label iT in the box containing r of standard 
tableau Ti~l. For example, 

E4¢1¢~¢~¢~¢~ = g3. 
Then [ul: ' is simply the partition remaining after re
moving state numbers I + 1, I + 2, ... , n from Tf~l¢~. 
We have a one to one correspondence between the 
tableaus T(~l ¢~ and states I ~~). 

Not every tableau Tf~I¢~ of U(n) corresponds to a 
standard tableau of U(n), since the "betwee ness condi
tions" (1. 33), 

mil+t ~ mil ~ mi+tl+t' 

where [u 1 ~I = [111 11 1112' ' 0 , lI1/1l are not necessarily satis
fied for all I. However, if a tableau Tf~? ¢~ of U(n) con
tains no identical state numbers in a column, the "be
tweeness conditions" will always be satisfied and the 
resulting tableau of U (n) will correspond to a standard 
tableau Ti~~. 
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~~5, 

FIG. 6. Correspondence between standard tableaus of U(n) and 
Sp. The standard tableau of U(3) on the left corresponds to the 
standard tableaus of S5 on the right when the numbers I, 2, 3, 
4, 5 are replaced by the state numbers 1, 2, 2, 3, 3 respec
tively. The first standard tableau of S5 is derived from the 
standard tableau of U (3) by replacing the state numbers (1), 
(2), and (3) by the numbers (I), (2,3), and (4,5) respectively 
in "book order." 

We have not yet shown that all standard tableaus T~~~ 
of U(n) for a given weight (~) correspond to some 
tableau Tf:l¢)., i. e., we have not yet shown that the 
projected bases I;U;) are complete. We need a way of 
replacing the numbers 1,2, ... , n in the standard tableau 
T~;~ of U(n) with the nonrepeated numbers 1,2, ... ,p 
to produce a standard tableau Tf~l of Sp such that T~:~ 
= Tf~i¢).. One such way is to simply replace the numbers 
i in T~:~ by the numbers Pi-1 + 1, Pi-1 + 2, ... ,PI in "book 
order" such that they increase to the right in the rows 
and down in the columns. Usually there are several dif
ferent standard tableaus Tf:l of Sp which yield a given 
T~:~ of U(n) as shown in Fig. 6. It follows that the 
proj ected states 1 ;U;) corresponding to different standard 
tableaus T~:~ form a complete and independent set of 
canonical bases of U(n). The number of such independent 
bases will be f[ul as indicated previously. 

Since the invariant operators are Hermitian, eigen
vectors belonging to different sets of eigenvalues are 
orthogonal. The eigenvalues of Kf' determine P, and 
the eigenvalues of K;I for r = 2,3, ... ,l upiquely deter
mine the partition [U]:'. SO, if [U]~'*[U]:" for some 
1 = 1,2, ... ,n - 1, or correspondingly, if Tf~i¢). * T\;:) ¢)." 
then 

(;,:-ll~U;)=o. 

Similarly, eigenvectors belonging to the same set of 
eigenvalues must be equal within a normalization factor. 
So, if T f:l ¢). = Tf~}) ¢)." then 

I~~) = c 1;1';), 
and ~ = ~', where C is a constant. This result has been 
proven by Goddard using only the properties of the 
canonical IR's of Sp. 43 

Projected states with tableaus T\:~¢). having identi
cal state numbers in a column are orthogonal to 
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projected states with standard tableaus and must there
fore be null states. Again, this has been proven using 
only the properties of the canonical IR's of Sp. 44 As an 
example, we have 

1
1 2 4 ,/,1,/,2,/,3,/,4,/,5) _ 11 1 3) - 0 
3 5 '1'1 '1'1 '1'1 '1'3 '1'3 - 1 3 -. 

Now if the IR [u] of U(n) had more than n rows, T ~:~¢). 
would have at least two state numbers in a column for 
any ~ and s. So I~~) = 0 for any Weyl basis of U(n) 
when [u] has more than n rows. 

Since the canonically projected nonnull states 1 ;~) 
form a basis If~i) under permutations (q) of Sp and a 
basis I~:~) under generators Eij of U(n), we write 

I [ul) - I [ul ) 
s r = (s)(r) • 

A canonically projected Weyl basis simultaneously 
forms a canonical basis of Sp and a canonical basis, or 
Gel'fand basis, of U(n). We shall show the Significance 
of the subspace of all such states 1 ~~l(r~ more clearly 
in Paper II. 

To normalize the canonical Weyl basis, we let 1 ~:~) 
= N}ul 1 \~~(r»' where (\~~ 1 ~:~) = 1. Then 

(Ns[ul)2(~~~(r) I ~:~(r» = (Ns[ul)2(¢).1 p;~l I ¢).) = 1. 

Finally, from (1. 8) we have 

N[ul=(p!/l[ul 2.:; D[ul[q])ll2 (3.25) 
S qES). ss , 

The canonical Weyl bases of U(n) are eigenvectors of 
the invariant operators of SU(n). So the canonical Weyl 
bases of U(n) are also canonical bases of SU(n). Thus 
if 1 \~;) = 1 \:;(r», we have that 1 ~~;(r» must also trans
form like I\~)l) under SU(n), where 

(3.26) 

APPENDIX A45 

We wish to find the eigenvalues N:X~ul Il[ul where [u] 
= [u1 ~ 0 '0 urn] is a partition labeling the IR's of Sp and 
satisfying the relation 

t Ui=P, 
1=1 

(Al) 

By partition we mean that the elements of [u] are mono
tOnically decreasing integers such that 

We first find the [u] ir for all i where 

[U]ir=[U1 ~. "ui - r ••• urn]' 

(A2) 

(A3) 

If [u] ir is not a partition, it may be possible to trans
form it into one using the following procedure. Let 
[R] = [m -1 m - 2" • 0] and find the permutation (qi) 
such that (q,)«(uLr + [R]) has monotonically decreasing 
elements. Then find the [u]:r for all i where 

[u] fr= (qi)([U] ir + [R]) - [R]. (A4) 

Note that [u] fr is not a partition if and only if ([u] ir 
+ [R]) contains repeated or negative elements. Also note 
that [uJ:r=[uLr if [U]ir is a partition. We shall need 
only the [u] fr which are partitions. 46 
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We may now find the eigenvalues of the r-cycle class 
operators by using the simple hook-length formula 
below, 

NPX(uJ/l(uJ -1. t E H([u ]) 
T T - r i:l (qi) H([u] ~T)' (A5) 

The sum in this equation is over all i such that [U]'iT is 
a partition. Also €(q.) is 1 or - 1 if the permutation (qi) 
• 1 
IS an even or odd number of bicycles respectively. 
H([u]) is the product of hook-lengths of partition [u] 
which has been presented in Fig. 1. 

As an example, we find the eigenvalue of K39 for IR 
[u]=[432] of S9' The [u],r and corresponding [u]:r are: 

[432]13 = [132], 

[432]23 = [402], 

[432]33=[43 -1], 

[432]13 == (12)[342] - [210] == [222], 

[432]23 = (23)[612] - [210] == [411], 

[432153=[64-1]-[210]=[43-1]. 

Using the partitions [432]{3 and [432]23 it is now a sim
ple matter to evaluate the eigenvalue of Kl in terms of 
hook-lengths as shown below, 

6 5 3 1 6 5 3 1 
4 3 1 4 3 1 

~X(432J 1 2 1 2 1 _3_3 __ =_ 
l (432 J 3 4 3 6 3 2 1 

3 2 2 
2 1 1 

=-15. 
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The canonical Wey1 basis described in Paper I is generalized to give a boson and fermion calculus which 
generates the symmetric and antisymmetric bases of U(nm) respectively contained in the irreducible bases 
of U(n)xU(m). The boson calculus may be used to find the multiplicity free Clebsch-Gordan coefficients 

of U(n), 

I. INTRODUCTION 

In works by Biedenharn, Baird, Moshinsky, Louck, 
and Seligman,I-5 extensive use has been made of boson 
operators to generate an irreducible baSis of U(n) 
x U(m) which is simultaneously a symmetric basis of 
U(nm). Louck has shown that this boson basis is a 
basis for the n-dimensional, Ill-particle harmonic 
oscillator. 6 However, symmetrization of this boson 
basis using the "boson calculus" has so far failed to 
generate all the independent bases in this space which 
we shall denote as U(n) * U(m). The construction of a 
complete basis is presently a tedious task using lower
ing operator techniques. 7-10 Furthermore, the boson 
calculuS itself has no justification other than a con
structional validity. 

In this work, we shall show the simple relationship 
between the boson basis and the canonical Weyl basis 
described in an earlier workll (denoted hereafter as I). 
This relationship leads to a new boson calculus capable 
of generating all the independent bases of U(n) * U(m). 
Furthermore, we show that the canonical Weyl basis 
may be considered as the "special" boson basis of sub
space U(n) * Sp or Sp * U(m) of U(n) * U(m) first noted 
by Moshinsky. 12 This clarifies the fact that the genera
tors of the unitary group can be used as elements of the 
permutation group Sp when acting on this particular 
basis. We also show that the canonical Weyl bases'of 
the subspace Sp * Sp form a basis for the regular 
representation of Sp. As a result of this new boson 
calculus, it becomes a straightforward task to deter
mine the matrix elements of the irreducible representa
tions (IR's) of U(n), and by means of the factorization 
lemma, 13 to calculate the multiplicity-free Clebsch
Gordan coefficients of U(n). 

In a similar manner, we develop a fermion calculus 
to generate an irreducible basis of U(n) x U(m), which 
is simultaneously an antisymmetric basis of U(nm). We 
shall denote the subspace of all such irreducible bases 
of U(n)xU(I1l) as U(n)*U(m). The fermion calculus 
enables us to find the antisymmetric bases of U(nm) 
contained in the irreducible bases of U(n) x U(m). This 
is a very important task when dealing with fermions in 
atomic and nuclear physics. For example, in atomic 
l-shells one often needs to find the antisymmetric con
tent of U(4l + 2) in symmetrized orbit-spin states of 
U(2l + 1) x U(2). Similarly, in nuclear shells one often 
needs to find the antisymmetric content of U(8l + 4) in 
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states of U(21 + 1) x U(4) since the spin states now in
clude isotopic spin. In the atomic case, closed form 
expressions already exist for the antisymmetric con
tent in symmetrized orbit- spin states which were 
derived using a canonical Weyl basis. 14 

II. IRREDUCIBLE BASES FOR U(nm) AND U(n) X U(m) 

Let Icpl)fori=1,2, ... ,nand l1/Jn forj=1,2, ... ,m 
form bases for the lth particle of the fundamental 
representation of U(n) and U(m) respectively with 
generator relations: 

elm I cp;) = 0IROmp I cpl), 

e{n I 1/J~) = 0lkOnq I <p{) 0 

(1) 

The pth direct products 

I cp(i) '" I cp11CPi2 ' •• cpv, 
I 1/J(j» '" I 1/J{1<p~2 ••• 1/J~p) 

(2) 

form a reducible bases of U(n) and U(m) respectively 
with the generators: 

p 

E;m= 6 elm, 
1=1 

p 

Ei n = 6 ein
• 

1=1 

(3) 

As we have seen in I, we may reduce direct products 
(2) using the canonical prOjection operators of Sp as in 
(4) to form a canonical Weyl basis for U(n) and U(m) 
respectively: 

I 
[uJ \_N[UJp[U11'" \ 

(s) (m)/- s _ms 'I'(j)/, 
(4a) 

I 
[v 1 ) = N[vlp[V11 ",(j) 

(n) (r) r nr 'f' 0 

(4b) 

The upper bar (-) denotes permutations of the super
scripts and the lower bar C) denotes permutations 
of the subscripts. The reason for the change in notation 
for the Weyl basis on the left of (4b) will become 
evident later. 

We define the direct product basis I iJ>1(Z) in Eq. (5): 

I cp\) x I <p{) = I iJ>{(l) 

Then the I il>{ (I) for i = 1,2, ... ,n and j = 1,2, ... , m 
form bases for the !th particle of the fundamental 
representation of U(nnz) with generator relations: 
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ei:(Z) 1 q,~(k» = OlkOmpOnq 1 q,{(l), (6) 

where e~n(l) = elm xe{no 

The direct product basis 

1 ¢(O) x 11J(j» = 1 q,H(I)q,{~(2) ... q,1!(P)"' 1 q,H~), (7) 

is a reducible basis of U(n) xU(m) with generators 
E im xEin, We may reduce this basis using (4) and find 
the irreducible bases 1 z~!) x 1 z~?; of U(n) x U(In) are 
simply 

I 
[II] )xl [1'] )=N[VlN[UlP[VlP[Ullq,(~» (8) 

(s) (m) (n) (r) r s nr _ms (,). 

The pth direct product basis I q, if i) also forms a 
reducible bases of U(nm) with generators: 

p 

E{~ = 6 e{~(Z). (9) 
1=1 

Again, we may reduce the bases of U(nm) using the 
canonical projection operators of Sp to form a canoni
cal irreducible Weyl basis 1 (t;~lo» as in (10): 

I 
[AJ ) V[~lp~ll'h(j) 

(I) (0) =. t ot '¥(i) • 

III. BOSON BASES 
A. Boson calculus 

(10) 

From (10) we find the symmetric states of U(nm) are 

I[PO ... O])=_I- 6 [q]Iq,~n>. 
YPT Q0c Sp 

(11) 

We may construct linear combinations of these sym
metric states of U(nm) from the irreducible bases of 
U(n) xU (m) in (8) using the Clebsch-Gordan coefficients 
of the canonical bases of Sp since the bases in (8) are 
also irreducible bases 1/,;:1> x If~!> of ~~xSp. We find that 

I (s)[~ ](1')= (Z[II~)1 /2 ~ I (S;II](II) x I (1l)[11 ~r»' 
N[Ul y[Ul 
j r "s '\' - [ul [ul 1 (j) 

= TzI~ t,( P nr !!.ns q, <i» 

is symmetric under all permutations [q] of ~~ as can 
easily be verified directly: 

[q]6 p~~lp~~l = 6 [qlP~~l[q]!!.~~l 
n - n 

= 6 p;~lp~~l. 
t -

(12) 

Hence, 1 (s~~l(r) must be some linear combination of 
symmetric bases (11) of U(nlll). We shall denote the 
subspace of all bases 1 (s)~(r» of the direct product 
space Iq,~m as U(n) * U(I1l). We wish to find the sym
metric content of U(IZII1) in our bases 1 (sf~l{r» of 
U(n) * U(m). This is equivalent to determining the sym
metric canonical irreducible bases of U (nlll) contained 
in the irreducible basis I z~l> x I Zm of U(n) x U(III). 

We shall accomplish this task by using boson opera
tors to generate our bases. We may write our sym
metric basis in terms of boson operators as in (13) 
below: 
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(13) 

where alI i 10) = afiaf2 ... af: 1 0), and ar = (if. The boson 
operators obey the following commutation relations: 

[ ai, an = [aj , (i{:] = 0, 

[ai, a{:l == Ojj,Oii ' • 

(14a) 

(14b) 

We may now expand the generators of U(n), U(m), and 
U(nm) in terms of the boson operators as followS l5 : 

p 

Eim= 6 ara~, 
1=1 

(15a) 

p 

Ei
n= 6 afa~, 

1=1 
(15b) 

(15c) 

From (13) we see that l{sf~~T» may be put in terms of 
boson operators as in (16): 

I 
[u]) - N;UlN;Ul '\' -[ul [ul (j) 1 

(8) *(r) - (Z[Ulp!)1/2 t,( Pnr!!'ns ali) 0). 

It follows from (14) that 

[q]a~n 1 0) = [q-l]a~n 1 0) 

and, hence, 

P-[Ula(j) 1 0·\ = p[ula ({) 1 0' nr (i) / _Tn (,) I· 

(16) 

(17) 

(18) 

Using (18), we may simplify the expression for I (sf~l{r» 
in (16) to find 

I 
[It] )= y[uly[ul(Z[ul/pl)I/2p[ula ({) 10) (19) 

(8) * (1~) 1 r 1 s _rs (tl • 

If we let 

(20) 

then we have the following relation between our basis of 
U(n) * U(I1I) and the boson operators: 

I 
[u] )= ,H[ulp[ula ({) 1 0) (21a) 

(s) * (1') rs _rs (,) 

or, similarly, 

I 
[II] ) 'I[Ulp-[Ul (i) 1 0) 

(1') * (s) = 'v rs rs a(j) • (21b) 

Equations (21) illustrate the reciprocity between upper 
and lower projection operators for bases of U(!J/) * U(n) 

Since p;~l = C;~lO;~l, where C;~l is a positive constant, 
and since the seminormal canonical projection opera
tors O;~l may be easily generated, we now have a con
venient and straightforward method of finding the sym
metric content of U(nm) in the irreducible bases of 
U(n) x U(III) which we call the boson calculus. As an 
example of the use of the boson calculus, we find the 
highest weight bases IP) x 1~1) of U(3)XU(3) in terms 
of boson operators. Using Eq. (21a) with seminormal 
projection operators, we have 

Qf~IUaiaia~ 1 0) = 2~12~13~12alala~ 1 0), 
3 3 

= 8(alaia~ - ala~ai) 1 0). 

Normalizing, we find 1 p) x 1 p) in terms of the sym
metric Weyl bases of U(6) with three particles 
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Similarly, 

Q(100Jata~a~ I 0) = 4~123ata~a~ 10) 

= (ata~a~ + aia~a~ + alaia~ + ala~ai 

+ a~a~ai + a~aia~) I 0). 

Collecting terms and normalizing, we find 

1~2)xl~2) 

1~3)xl~2)= 
1123) x 1122) 

2/16 1/16 1/16 

0 

\~ 
12 
\1 

\~ 

2 ~) 2 

1 ~) 2 

2 ~) 2 

(23b) 

(23c) 

(24) 

The bases generated by our boson calculus must be 
identical to those generated by Baird and Biedenharn16 

by antisymmetrizing the columns of the "boson tableau". 
However, column antisymmetrization can only be ap
plied to derive certain bases, and merely represents a 
simplification of the permutational content of the 
canonical projection operators when acting on such 
bases. Column antisymmetrization can be used for all 
bases 1 ~~!) x 1 f~!) where both 1 ~~!) and 1 fm have non
degenerate weights. For example, uSing column sym
metrization to generate the basis in Eq. (22), we have 

1~I)x 1~1)= Js [:i at]IO) 

_1_ ( 1 2 1 2) I 110) = v'3 a1a2 - a2a l a1 

(25) 

We have antisymmetrized with respect to the subscripts 
of the columns in the "boson tableau. " Because of the 
reciprocity in Eqs. (21), we could have equally well 
antisymmetrized with respect to the superscripts. 

In the case where one of the bases 1 ~~!) or 1 ~m has a 
semimaximum weight [a highest weight for U(n - 1) or 
U(m -1) respectively] and the other has a nondegenerate 
weight, we may again use column antisymmetrization to 
derive a boson basis. ThUS, corresponding to our pre
vious result, we have 

1!3)xl~2)= ~[:i a~JIO) 
- ~ (a1a2 _ a1a2)a2

1 0) -,[2 12 213 

~ ( 1 2 2 2 1 2) I 0' = ,[2 a1 a2a3 - a1 a2a3 /. (26) 
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. h 1 [uJ) 1 [uJ) h However, In most cases were (8) or (r) ave 
degenerate weights, column antisymmetrization fails to 
generate an orthonormal basis, and lowering operator 

. . d 112) 112) techmques must be employed. Thus, to hn 3 x 2 , 

we must lower the basis 1 p) x 1 ~2) as shown below: 

(27) 

In general, this lowering technique is very tedious and 
our boson calculus represents a considerable simplifi
cation for deriving the boson bases. 

8. Weyl bases 

Let III =p and 1 (s;~l(r» be a basis of U(n) * U(P), where 
(r) has a weight with maximum degeneracy; that is, let 
</J(j) = </Ji</J~ ••. I/t; so that the standard tableau of U(P), 
Tf~!, is the same as the standard tableau of Sp, T\~!. 
Then from Eq. (21a) we have 

I 
[u) )- ,'I[ulp[UJ 1 2 •• , p 10' (5) * (r) - .• rs _rs a i1a i2 alp /. (28) 

Comparing this with Eq. (4a), we see there is a one-to
one correspondence between the boson bases 1 (si~l(r» 
and Weyl bases 1 (siul,», Since 1 (si~l(r» transforms like 
a Weyl basis under permutations [q,] and generators 
E jj , we have 

I [u] )_1 [u] ) 
(5) * (r) - (5) (r) 

(29a) 

when 

Also, 

jH;~l=N~ul (29b) 

when Tf~; = Tf~l. 

The commutivity of boson operators in Eq. (28) illu
strates the fact that a reordering of the notation for 
single particle states leaves the Weyl basis unchanged. 
It is evident that the Weyl bases 1 (s;~l(r» form a sub
space U(n) * Sp::::: U(n) * U(P). 

Now let n ==P and 1 (s)[:I,) be a basis of U(P) * U(m), 
where (s) has a weight with maximum degeneracy; that 
is, let <p(j) == <pt<p~' .. <pt so that T\~l == T~~i. Then from 
Eq. (21b) we have 

I [u] )="VI(UJp(UJai1ai2 ••. ajpI0). 
(5) * (r) r s sr 1 2 I> 

(30) 

Comparing this with Eq. (4b), we see there is a one
to-one corespondence between the boson bases 1 (s~~J(r» 
and the Weyl bases 1 (s;"{r»' Since 1 (s;~l(r» transforms 
like a Weyl basis under permutations [q] and generators 
Eli, we have 

I 
[tt] ) [ [u] ) 

(5) * (r) - (5) (r) 
(31a) 

when Tf~l = Tf~!. 
Also, 
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M;~l=N;UJ (31b) 

when Tr~5 = T\~? 

It is evident that the Weyl bases I (s;~l< r» form a sub
space Sp * U(m) c U(P) * U(m). The reason for our choice 
of notation in (4b) is now clear. 

Moshinsky17 has shown that for the "special" Gel'fand 
bases I (s;ulr» of U(n) * Sp 

EnmEmn = (1) + (nm), (32a) 

and similarly for the "special" Gel'fand bases I (rfuis» 
ofSp*U(JII): 

(32b) 

Equation (32a) is easily verified since both generators 
E mn of U(n) and stale permutations 0) of Sp commute 
with the pm·ticle operators £;~l. Thus, we have 

EnmEmnp[ull rl-. • ) 
_YS '-Ph) 

=p[ulEnmEmnl rl-. 1 ?""~""'!""'i! ) 
_TS o.p'1'2···'nO··ZmO 'Olp 

- p[ul[ I rl-.~ ? "'~"",!,''''i! ) + I rl-. 1 2 ... ·'.'.· .. '!' •. '~ )] 
- _TS '+"tl"2···'no"'mO.olp '+"11i20.Gf,n··Olmo .• ,p 

- p[ul[(-l) (-)11 rl-. 1 2 .... n .. 'm "'p ) - _rs + nm 'l'i1 i 2'''in'''im'''i p 

= [(1) + (nm)]£;~ll cP(n) 

Equation (32b) may be verified in a similar manner. 
Other more complicated expressions may also be 
derived for the r-cycles of Sp in terms of the genera
tors of U(n) or U(m) when operating on these "special" 
Gel'fand bases. However, it is more important to note 
that the upper and lower Gel'fand invariant operators 

m 

l"m= . . 6 . E'1'2E'2'3 .•. E''''1, 
11_ '2. 0" Ot lk 

(33a) 

(33b) 

of U(m) and U(Il) may be expanded in terms of the upper 
and lower state v-cycle class operators of S~, K~m for 
y= 1, 2". " lz and K:n for r= 1, 2", ., k respectively as 
has been shown in I. The boson bases I (s;~l(r» in (21a) 
are eigenvectors of these upper and lower class opera
tors since these bases transform like irreducible bases 
I \~l) of Sp under lower permutations (q), and like 
irreducible bases I i~D of Sp under upper permutations 
0). It is for this reason that the projected bases 
I (s;~l(r» forms a Gel'fand bases I ~~5) x I ~~5) of U(n) 
x U(III) for different standard tableaus T~~5 = T~~lcP <i) of 
U(n) and different standard tableaus Ti~l = TI~N(j) of 
U(III). 

Finally, let JJI=P, n=p, and Tf~I=T~~I, Ti~i=Tf~l. 
Then the boson basis 

Ii [a] ) _ 'I[u1p[U1 1 2 PI 0) 
(s) * (1') -., rs _78 a1a 2 ... a p 

is a canonical irreducible basis of Sp under permuta
tions [q.l and [(J]. The bases I (s)[:lr» form a subspace 
Sp * Sp c U(P) * U(jJ) and are a bases for the regular 
representation of -"p. 

From Eqs. (29b) and (20) we have the relation 

(l[U1/!)! )1/2.V;Ul,v~u1 = .V;U1 

when Ti~l = Tf~l. Therefore, 
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N;U1 = (p! /1 lul)1 /2 = VH([u]) . 

when Tl~i = Tf~l. This also follows directly from 
evaluating (3 0 25) of 1. 

C. Factorization lemma18 

(34) 

One of the most important aspects of the boson 
calculus is that we may use it to determine the matrix 
elements of the !R's of the unitary group. Then, by 
means of the factorization lemma, we can generate the 
multiplicity-free Clebsch-Gordan coefficients of the 
unitary group. 

Let D[11(U) be the fundamental or self-representation 
of U(n) given by 

(35) 

and let n = /1l so that i (s)[:ir» is a basis of U(Il) * U(Il). 
We multiply the boson bases I (s)[:1r» by the constant 
L ([u]) such that 

L([u1) I(S;I:](y»=L([U])M;~l£,;~laHll 0) 

contains the term a~n I 0) just once when (i) and (j) have 
highest weight in D(n), Then Louck has proven that19 

(36) 
(') " , 

where ltd) =uHug . .. u;p. For example, from Eq. (25) 
we have that L([210]) = \13. From (24) it follows that 

Dg1~~(U) J2/2 J2/2 ulu~u~ 
3 2 

Dg1U(U) o - (3/!2 
2 2 

Dm°izz(U) 1 1 1 

Ciftan and Biedenharn have shown that2Q 

L([u 1) = vH([Iil), (38) 

where H([u 1) is the product of hook-lengths described in 
1. 

We now have an explicit means of calculating the 
canonical Clebsch-Gordan coefficients of D(n) by using 
the factorization lemma. Let 

D [v1 () ,~{( ) ~I[vlp[v1 (j) 
(q)(p) a = '"' \Ll) J)' pq _po aq). 

The factorization lemma can then be written as 

(S)[~ ](1') \ Dz~l(p) (a) \ (II) [*A ~IJI» 
_(H([U]))1/2 ~ C[V1[;\.][U15C[vJ[~][u15 (39) 
- H([A1) T (q)(n)(s) <p)(m)(r) 

where [lI15 is the 6th IR [It J contained in the direct prod
uct [/1] X[A]. Since the left-hand side of (39) can be 
calculated explicitly using the seminormal canonical 
projection operators, we can directly evaluate the 
product of Clebsch-Gordan coefficients of the unitary 
group on the right of (39), Because of the sum on the 
right on (39), only the multiplicity-free coefficients can 
be uniquely determined o 
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IV. FERMION BASES 

From (10) we find the antisymmetric states of U(nm) 
are 

1 [11· . '1]) = !. z: Eq[q] 1 <I>~g). vp, qE..S p 
(40) 

We may construct linear combinations of these anti
symmetric states of U(nm) from the irreducible bases 
of Urn) x U(m) using the Clebsch-Gordan coefficients 
of the canonical bases of Sp. We find that 

l(s}~~17)= (l[U\1/2 ~Eanml(s~u(~»)xl(n;~~)' 

is antisymmetric under all permutations [q] of Sp for 
any standard tableau T~~l). This can be shown, using 
(1. 23) of I, since 

[q] z: E plul p[ul = z: E [7j]p~l[q]p[ul 
n °nm rw _ns n anm 111' _ _ "S 

" p-[Ulp[Ul = Eq LJ Ea ri' Is' t 1m -

(41) 

Hence, I (sf~lm) must be some linear combination of 
antisymmetric bases (40) of U(nm). From (8) we see the 
b . I [ul ). . d 'bl b . I [Ul) I [ijl) f aS1S (s)*(~) is an lrre UCl e aSls (s) X (r) 0 

U(n) x U(m). We shall denote the subspace of all bases 
I (s)~h» of the direct product space I <I>~{l) as 
U(n) *,U(m). 

It is important to determine the antisymmetric con
tent of U(nm) in our bases I (s/~lr» of U(n);; U(rn), for 
this will be equivalent to determining the antisymmetric 
irreducible bases of U(nm) contained in the irreducible 
basiS I z~l) x I f~?) of Urn) x U(m). In what follows we shall 
show a simple and straightforward means of finding this 
antisymmetric content. 

For this purpose it is convenient to use fermion 
operators to generate our bases. We may write our 
antisymmetric basis in terms of fermion operators as 
in (42) below: 

(42) 

where a H II 0) = af1af~ ••. a{~ I 0), and a{t = li{. The fermion 
operators obey the following anticommutation relations: 

[a{ , an = [af, an = 0, 

[at ant = oj}'I';;!'. 

(43a) 

(43b) 

We may also expand the generators of U(n), U(m), and 
U(nm) in terms of the fermion operators as in (15). 

From (42) we see that I (S)~l;:» may be put in terms 
of fermion operators as in (44): 

U _ I l' is'""' - [Ii] [U] (j) I []) 
V[·lV[ul 

(s)*(r:> - (l[UlPI)1/2~E.nmP;r.:~nsa(j)IO). (44) 

By using the anticommutation relations (43), it follows 
that 

[q]a~mO) =EQ[q:-l]a~HIO). (45) 
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From the above relation and (1. 23) of I, we have 

p[U] (j) I 0' p[ul (j) I 0' liT' a q ) y =Ean.--rn a(O /. 

Using (46), we may simplify the expression for 
I (s)~l;:» in (44) to find 

I 
[u] ) = NfulN[ul(l[ul/pl )1/2£ p[ula(U 1 0). 

(s)*'(r:> r s °rm_rs (,) 

If we let 

vrful _ .V[iJl ,,[ul (I [ul/p I )1/2 
1 :J rs - J. r 1" s " 

(46) 

then we have the following simple relation between our 
basis of U(n):; U(m) and the fermion operators: 

I [u] )=E ,1lIulp[ula(~)IO) 
(s) *'(r:> arm rs _rs (,) , (47a) 

or similarly, 

I 
[u] \- U[ulp[ul (il I 0' 

(y);(sy-£orm'rs rsa(j) /. (47b) 

Equations (47) illustrate the reCiprocity between upper 
and lower projection operators for bases of U(m):; Urn) 
and U(n):; U(m). 

We now have a convenient and straightforward method 
of finding the antisymmetric content of U(nm) in the 
irreducible bases of Urn) x U(m) which we call the 
fermion calculus. From the expression ~~~laHi I 0), we 
may find the antisymmetric content of U(nm) in the 
bases I i~5> x I i~?) when the a~n are fermion operators, 
or we may find the symmetric content of U(mn) in the 
bases I i~l) x I im when the a\g are boson operators. 
Hence, the fermion calculus can be generated by the 
seminormal projection operators O;~l acting on fermion 
operators, and the boson calculus can be generated by 
the same seminormal projection operators acting on 
boson operators. 

To illustrate this point, we use the results of Eqs. 
(23a) and (23b) to find the antisymmetric content of 
I !2) x I F> and I i3> x I F) respectively by letting the a H ~ 
be fermion operators. Our case is somewhat special 
since (r) =(17. The fermion basis analogous to Eq. 
(23c) is shown below. 

Q[100lafa~a~ I 0) = 4::!:123ala~a~ I 0), 

=4~~~-~~~+~~~-~~~ 

+ a~a~ai - aiaia~) 10). 

For convenience we let 1/!1=~,+, <Jf=1/!-, <1>1=<1>1+, etc. 
Collecting terms and normalizing the above bases, 
we find 

1!2)X)~>- ') 0 2-
3+ 

1;3)xl~)- = ') 2+ . 
3-

~)x 1+ - -) ') 1/,[3 2-
3-

C.W. Patterson and W.G. Harter 
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Uniform bounds of the Schwinger functions in boson field 
models 

Yong Moon Park* 

Fakultiit fur Physik, Universitiit Bielefeld, 48 Bielefeld, West Germany 
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We study the lattice and space cutoff boson field models with periodic boundary condition in d
dimensional space-time (dE N +).We prove that if the pressures of the interaction (and also the pressures 
of the interaction with linear external fields) under consideration are bounded uniformly in the cutoffs, the 
corresponding Schwinger functions are also bounded uniformly in the cutoffs. By applying the above result 
we prove the uniform bounds of the space cutoff Schwinger functions for the O· .. </>4_ CT<j>2_ J.L</») model and the 
lattice and space cutoff Schwinger functions for the exponential type interactions in d-dimensional space-time. 

1. INTRODUCTION 

In the Euclidean strategy of constructive quantum 
field theory, the uniform bounds of the Schwinger func
tions (Euclidean Green's functions) is the first step in 
completing the program of constructing relativistic 
quantum field theories. 1-6 It has been suggested that 
control of pressures gives control of the Schwinger 
functions. 4,7,8 We consider the lattice and space cutoff 
boson field models with periodic boundary condition in 
d-dimensional space-time, dEN'. We show that, if 
the pressures of the interaction under consideration 
(and also the pressures of the interaction with linear 
external fields) are bounded uniformly in the cutoffs, it 
follows that the corresponding Schwinger functions are 
also bounded uniformly in the cutoffs. We apply our re
sult to obtain uniform bounds of the Schwinger functions 
in the (A¢4_ a¢2_ !J.¢)3 model with space cutoff and in 
the exponential type interactions with lattice and space 
cutoffs in d-dimensional space-time. 

For the construction of the ¢! field model, Glimm 
and Jaffe9 have shown that the bounds of the two-point 
Schwinger functions give bounds of n-point Schwinger 
functions. For other possible suggestions in this sub
ject, we refer to Frohlich, Guerra, and Schrader. 4,7,10 

In two- and three-dimensional boson field models, it is 
easier to control the pressures than the Schwinger func
tions. 5,8,11,12 Our result implies that to prove the exis
tence of the ¢: field theory it suffices to show the uni
form bounds of the pressures in the lattice and space 
cutoffs. 

The organization of this paper is as follows. In Sec. 
2 we introduce notation and definitions for the lattice 
fields and interaction measures with periodic boundary 
condition in d-dimensional space-time. We then state 
our main result and give its proof. The main idea we 
will use is the method of transfer matrix, Nelson's 
symmetry and the first Griffiths inequality. 4-6,11,13,14 

In Sec. 3 we show that the space cutoff Schwinger func
tions of the (A¢4 - a¢2 - !J.¢)3 field models are bounded 
uniformly in the space cutoff. The above result will fol
low as a consequence of Theorem 2. 1 (the method of its 
proof) and the results in Refs. 11 and 13. We also de
rive uniform bounds of the lattice and space cutoff 
Schwinger functions of the exponential type interactions 
in d-dimensional space-time, dEN'. This means that 
the exponential type boson self-interacting theory exists 
in any dimension of the space-time. 
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While we were undertaking this work, we have come 
to know the beautiful results of Seiler and Simon on the 
uniform bounds of the Schwinger functions of the Yukawa2 

and A¢j field model (with free boundary condition). 2 

Some of the methods we use are very similar to those 
in Ref. 12. For the A¢~ model we think that our method 
is simple and direct. We do not use any other property 
of the pressures than the uniform boundedness. 

The method we use in Sec. 2 might be extended to 
give uniform bounds of correlation functions of the gen
eralized classical ferromagnetic interactions if the in
teractions are of finite range. It might also be interest
ing to study the exponential type interactions in more 
detail. We plan to make studies in this direction in a 
forthcoming paper. 

2. UNIFORM BOUNDS OF THE SCHWINGER 
FUNCTIONS 

In this section we first introduce the lattice field mo
dels with periodic boundary conditions. We then state 
our main theorem and give the proof. In d-dimensional 
Euclidean space, J(l, let A c J(l be a d-dimensional cube 
of volume I A I == l"- centered at the origin, where l = 2" 
for some n E lv·. We consider the lattice approximation 
with periodiC boundary condition on 3A. We assume that 
the lattice spacing parameter 6 has the form 6 = 2,m, 
mEN'. Our results in this section hold for more gen
eral shapes of boxes in J(l by a straight modification of 
our method. Let T A be the torus obtained by identifying 
opposite sides of A. We then denote 

Ao=={n6In=(n1, •.. ,nd )Ezd,n6E T A}, 

zdA == (27T/l)zd, (2.1) 

c..d (ll, •.. , ld) = [-ld2, ll/2]x" 'X[-ld/2, l,ti2]cA. 

We note that A=: c..d(l, •.• , l). Following Refs. 4,5,15, 
and 16, we introduce the free lattice fields ¢o(n6) as 
the real Gaussian random processes indexed by the lat
tices in Ao, with mean zero and covariance given by 

(¢6(n6)¢o(n' 6» = (z A,6),lS6(n6 - n' 6). 

Here the free two-point function is given by 

S6(n6 - n' 6) 
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where 

For the field strength renormalization constant we have 
z A,5 = 1 for d = 1, 2, 3, and 0 < z A,5 ~ 1 for d = 4 depend
ing on models. For a more detailed discussion of z A,5, 
we refer the reader to Ref. 4. We now introduce the 
interacting action for boson field models by 

V A,5 = if 6 [P(¢5(n o» + R A ,5(¢5(no»] + EA,o, 
mEAD 

where p(x) =Pe(x) - Ax, A? O. Pe(x) is a given semi
bounded even function (throughout the paper we assume 
that Pe(x) is a polynomial or exponential type so that the 
first Griffiths inequality holds for the model6) depending 
on the models (for example, P(x) = .1'4 for the ¢: model), 
and R A 5 and E A 0 are renormalization counter terms. 
Here w~ have w~itten EA,6 for all constant (scalar) 
counter terms. For the P(¢)z theory only counter terms 
coming from Wick ordering are necessary. For the 
(A¢4 _ a¢2 _ JJ.¢)3 field modell ,8,ll ,12,15-18 one should also 

introduce mass and vacuum counter terms. For ¢! the
ory the detailed form of V A ,6 is not known. 

Following Ref. 4 we define smeared fields by either 

¢5(fJ = o{ E; E; (W¢6(n'o)]f(no), (2.2a) 
LroEAIi n'EC (n) 

where C (n) is the cube of the unit volume centered at 
(n +~) = «Ill + ~), ' , ., (lld + ~», or else 

<b~(fJ = Od £ ¢6(no)f(no) (2.2b) 
nOEAIi 

for f E j(A). The above two definitions of smeared fields 
differ only slightly and coincide at 0= O. We have intro
duced the definition (2. 2a) for convenience in the deri
vation of the transfer matrix (see Lemma 2.2). The 
partition function and the Schwinger functions are de
fined by 

Z(A, o} = (exp(- V A,O»' 

5(A, O;fl, . , . ,In} = (h ¢W'i» A,o 

(2.3) 

i=l 

= Z(A, W1( h ¢t(fi ) exp(- V A,a», 
i=l 

where ¢t(/) is either ¢o(f) or ¢~(f), respectively defined 
in (2, 2a) and (2. 2b). 

Finally we define the pressures by 

CYA,o(P) = (1/ I AI) logZ(A, o}, 
(2.4) 

CYA,o(P - ax} = (1/1 AI) 10g(exp[a¢5(XA)] exp(- V 11.,0»' 

where XB, B ~_ A, is the characteristic function of the 
set B. We note that the definition of CYA,a(P - ax) is iden
tical for (2. 2a) and (2. 2b). 

We now give the main result of this section. 

Theorem 2.1: Let cPt (fJ be defined by either (2. 2a) or 
(2.2b) Assume that the pressures CYA,o(P) and CYA,o(p - x) 
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are bounded uniformly in A and O. Then there exists a 
Schwartz space norm, I· I s, and constant K independent 
of A and 0 such that 

I 5(A, 0;f1, ••• ,In) I ~ K"n! n Ifi Is 
i=l 

for fi E j (A). 

Remark 2.1: The above result implies the existence 
of boson field theories if the corresponding pressures 
are bounded uniformly in A and O. As in Ref. 9 one 
could choose convergent subsequences (as 0 - 0 and 
1 AI- 00). The limit Schwinger functions are translation 
invariant. Since the physical positivity condition holds 
for lattice fields, 10 it only remains to verify the 
Euclidean invariance and clustering in order to establish 
the Wightman axioms. 

We postpone the proof of Theorem 2.1 to the end of 
this section. We first establish a formula of the trans
fer matrix for lattice fields. One may derive the trans
fer matrix formula by using a method similar to that 
in Ref. 4 (also see Ref. 19), but we use a more elemen
tary method to derive it. Since we only need the transfer 
matrix for one direction (say time direction), we con
sider the case of d=2. The formula for d> 2 will follow 
by the same method. Let ¢a(X62(11,12) be defined as in 
(2.2a). Following Refs. 5 and 6 and identifying ¢a(1I0) 
= qn we may write 

(exp(- V A,a) + a¢a(Xt,2 (11,12) exp(E A,5} 

= i 21TCtl-M
/

2 I exp [ - t 02Z A,5q· (- c.f + 1I/
2
)'1f 

- 02 'i;(P(qn) + RA a(qn» + a02 0 
, noE.6. 2 (11,Z2) 

X(i "£ qn.)]dMq 
n'EC<n) 

where M = (Aa)#, c.f is an [vI x jV1 matrix given by 

\

40-2
, 11l-1I'1=0, 

~(n,n')= _0-2, \n-II'\=l, /lO,Il'OceA o 

0, otherwise, 

(2.5) 

and ct = [02 (_ C.1 + 1112) 1-1 • For details we refer the 
reader to Refs. 5 and 6. Let us introduce a transfer 
matrix between two hyperplanes (n (2) = 0, 1) separated 
byo. Let N2=AI= (A a)". We define an operator Ta(P 
- aXt,l(1U) on L2(RN} (depending on the interaction) by 
its kernel 

rTa(P - aXt,l (11» ](x,\') = expAa(x,\') 

where x, \' ~ RN and 

Aa(.\, v) = t OZ 11.,0 [L 0-2Xil'i + ~ B 0-2(XiXi+1 +\'j\'i+1)J 
i=l t =1 

.V +1 =1 

_ t OZ 11.0 f ~ B[ 46-2(xf + '1'7) + m2(xf +d) J l , l i=1 ~ 

- ~Ot[P(Xi)+RA,O(xi) +P(\'i} +RA,a(I'i)] 
i=l 

+~oa [j [~(Xi+Xi.1)+H\li+\'i+1)L 
iaE:t,l (/1) 

(i+1 )aE61 (11) 
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One may easily check that (2.5) can be written as 

[Tr( To (0)1 /0) ]-1 Tr[ (To (P» (1-12) /O(T 0 (P - aX~l (11) )12/0]. 

(2.6) 

Here we have identified I 21TCt I-M /2 = Tr(To(O) I/O) by 
setting VA •5 = 0 and a = O. The cases for d> 2 can be 
handled by a straightforward modification of the above 
method. For any dE]lr we define 

Tu= T o{O)l/o, 

T(P) = T o(p)l /0, (2.7) 

From (2.5) and (2. 6) we obtain that 

<exp[a</J&(X~d (11.' ".Id)] exp(- V A.&» exp(E A.&) 

_ Tr[ {T{p»I-ld(T(P - aX~d-1 (/1 ..... ld_1 »))Id] 
- Tr(Told) (2.8) 

The above expression is the transfer matrix formula 
on the lattice fields. 

Lemma 2. 2: Let <P&(X~d (1." '.1» be defined as in (2. 2a). 
For TEC and ITI =1, 

Proof: We use the relation (2.4) and the Schwartz in
equality [I Tr{AB) I ~ (Tr{A * A)Tr{B* B»l /2] to obtain that 
for aE R 

( [
A-. ( )]) Tr[(T(p))I-1(T(P - aX~d-1 (l, .... l)lJ 

exp a'Y& X~d (1 ... ·.1) A.& Tr(T(p)l) 

If we use the Schwartz inequality (n - 1) more times 
(note that I = 2"), we bound the above expression by 

Tr[(T(P- aX~d-1(lJO ... 1»)I] 1/1 
Tr(T{p)l) 

= « exp[a<P&(X~d (1 ..... 1.n) ]) A, 0)1/ I 

= {( exp[ a<po{X~d (/.1 ..... 1 ») A .0)1/1. 

(2.9) 

Here we have used the Nelson's symmetry to obtain the 
last equality. The above procedures iterated d - 1 times 
bounds (2. 9) by 

«exp[a<P&{XA) h.&)l /IAI = exp[ (lIA.O{P - ax) - (lIA .0(P)]. 

(2.10) 

We note that for I T I = 1 [expand exp{ I ReT I <Po) and use 
the first Griffiths inequality] 

The proof of the lemma now follows from (2. 10) and 
(2. 11). 

Remark 2.2: Replacing ~d{l, .•. , 1) by ~d{2, ... , 2) 
and following the proof of Lemma 2.1, it is easy to check 
that for I T I ~ 1, 

(exp[ T<p&{X~d (2 ..... 2») A.& ~ exp[2d( (lIA.o(P - x) - (lIA.O(P»], 
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We now prove Theorem 2.1. 

Proof of Theorem 2.1: We first prove the theorem for 
the Schwinger functions defined by (2. 2a) and (2. 3). Let 
~ (j) c!l. be a unit cube centered at j E Zd. The translation 
invariance property and Lemma 2.2 yield 

(2.12) 

We note that (exp[ T</J&{X~ (j»]) A & is an entire function. 
By using the Cauchy integral theorem (see Ref. 2) we 
obtain 

(<po(X~ (j»m) A.O ~ {const)m lll ! exp[ (lIA.O{P - x) - (lIA.&{P)] 

~ K m l1l! (2. 13) 

from the assumption in Theorem 2. 1, and by Lemma 
2.2 and (2.12), where K is a constant independent of !I. 
and 6. 

We now prove the theorem for fi > 0, i = 1, ... ,11. For 
general fi we only need to decompose each fi into its 
positive and negative parts to obtain in the theorem for 
arbitrary fi (with a K increase to 2K). Hence we assume 
that all functions fi in the following proof are positive. 

Let fi have support in some unit cube ~ (i) c!I.. Then, 
by the first Griffiths inequality, 5.13.14.20 it follows that 

(<p& (fi)m) A.o = Ilfi II:: « <p& (fi Ilifi II ~»m) A.O 

~ Ilfill::(<po(x~ (i))m) A.o 

(2.14) 

from (2. 13). Let each fi have support in some unit cube 
~ (i). (2. 14) yields 

k k 

(TI <P&(fi» A.O ~ 0 «<Po(fY) A o)1/k 
i=l i =1 ' 

k 

~~k! 0 IIfill~. 
i=l 

For fi E J(fI.) we write fi = L:;/i (j;J, where li;J has sup
port in the unit cube centered at ji E zd. Then, from 
(2. 15) it follows that 

k k 

(0 ¢o(fi»A.O = .0 (0 <Po(fi (ji»)A 0 
i=l jiEArlZd i=l • 

k 

~.0~k! 0 Ilfi(ji)ll~ 
j i i=l 

k 

~~l;:! 0 Lllfi(ji)II~) 
i=l ii 

k 

~~l;:! 0 Ifil s 
i =1 

for some Schwartz norm I • I $. This proves the theorem 
in the case of (2. 2a). 

We now prove the theorem when </Jt(j) is defined by 
(2.2b). Let </Jo(f) and </J~(j) be the lattice fields defined 
by (2. 2a) and (2. 2b), respectively. The first Griffiths 
inequality yields 

(¢l(X~(j»m) A.o ~ (rp(x:;(j»m) A.O 

~ (K')mm!, (2.16) 

where ~ U) is the cube of volume zd centered at j E zd. 
Here we have used Remark 2.2. Replacing (2.13) by 
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(2.16) and following the same procedure we prove the 
theorem for the Schwinger functions defined by (2. 2b) 
and (2.3). This completes the proof. 

3. APPLICATIONS TO THE {A¢4 _a¢2 -J.L¢b AND 
EXPONENTIAL TYPE INTERACTION MODELS 

In this section we first prove uniform bounds of the 
space cutoff Schwinger functions of the (A¢4 - a¢2 - J.L¢)3 
model with periodic boundary condition. We also prove 
uniform bounds of the lattice and space cutoff Schwinger 
functions of exponential type interactions in d-dimen
sional space-time. d C': N+, The interacting action of the 
(A¢4 _ adJ 2 - J.L<t»3 model (A>- 0, a, J1 E R) has the form 

V A,o = 03 6 [: (X¢o(n0)4 - a¢0(no)2 - J1¢o(no)) : ] 
"OEAo 

+tom~:¢0(no)2:]+E2,A,O +E3 ,A,o, (3.1) 

where tom~ : ¢0(no)2: and E 2,A ,0 + E 2,A,o are the mass 
and vacuum counter terms. For the details we refer the 
reader to Refs. 8,9,15-17. We note that the linear and 
quadratic terms do not introduce counter terms (except 
Wick counter terms). As an immediate consequence of 
the method used in the proof of the theorem and the re
sults in Refs. 11 and 15 we have the following theorem. 

Theorem 3.1: For the (A¢4 - a¢2_ J.L¢)3 field model 
with periodic boundary conditions, the space cutoff 
Schwinger functions are bounded uniformly in A. by 

I 5(A.;11' ... '!n) I ~ Knn Ifi Is 
i=l 

for a suitable Schwartz space norm I . I s, where K is 
a constant independent of A.. 

Proof: In Ref. 11 we established uniform bounds of 
the pressures CiA(P) and CiA,o(P) for the A¢~ model. 
Since we have not given the detailed proof of uniform 
bounds of CiA,o in Ref. 11, we will only use here the uni
form bounds of CiA(P). Since the Ci¢2 + J1¢ term do not 
introduce counter terms (except Wick ordering) in the 
interacting action given in (3.1), a straightforward modi 
fication of the method used in Ref. 11 gives us uniform 
bounds of the pressures CiA(P) and CiA(P-X). In Ref. 15 
we have proven the convergence of the lattice approxi
mation for the A¢~ model: That is 

Z(A., 0) - Z(A.), 

5(A., 0;11,'" ,.t~) -5(/\;11,'" J,), 

as 0 - 0, where the lattice cutoff Schwinger functions 
have been defined through (2. 2b) and (2.3). The same 
result probably holds for the Schwinger functions de
fined through (2. 2a) and (2.3) by the method in Ref. 15. 
The convergence of the lattice approximation for the 
(AdJ4 _ a¢2 - J.L<t»3 model follows by a straightforward 
modification of the method used in Ref. 15. From (2.13) 
and (2.16) (the first inequality in each relation) we obtain 
that for J.L '> ° 

By taking the limit as 0 - ° and by using the convergence 
of the lattice approximation together with the uniform 
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bounds of the pressures we conclude that 

(¢(Xc,. (j))m) A ~ Kmm!, (3.2) 

where K is a constant independent of /\. The bound in 
(3.2) and the method used in the second part of the proof 
of theorem 2. 1 gives the proof for J.L >- 0, The theorem 
for J.L ~ ° follows from the transformation <t> (x) - - ¢ (x). 

Remark 3,1: 

(a) The point of Theorem 3.1 is that it gives bounds 
in a form suitable for the Osterwalder-Schrader re
construction theorem. 21 In (3. 1) one may show that the 
mass counter term can be chosen independent of boundary 
conditions. As a result the Dirichlet Schwinger functions 
are bounded by the periodic Schwinger functions. Further
more the Dirichlet Schwinger functions are monotone in 
the region. Hence, if one proves the convergence of the 
lattice approximation in the (A¢4 - a¢2 - J1¢)3 model with 
Dirichlet boundary condition, our bounds then allow the 
passage of an infinite volume theory. 5,6 

(b) Recently Frohlich22 constructed the strongly 
coupled (A¢4 - a¢2 - J1¢)3 field models with so-called 
weak coupling boundary conditions by using Seiler and 
Simon's result. 12 The same method can be applied to 
construct an infinite volume theory with the weak periodic 
coupling boundary condition. One may be able to show 
that the above two constructions are equivalent by proving 
equivalence of the weakly coupled A¢j field theories with 
free and periodic boundary conditions, 

We next consider the exponential type interactions in 
d-dimensional space-time with lattice and space cutoff. 
The corresponding interacting action is given by 

VA,o= if.0 : r dV(Ci) exp[Ci¢o(no)]:, (3.3) 
nDEAo 

where dV(Ci) is any (positive) finite measure. 6,23 We take 
the field strength renormalization constant ZA 0 = 1 for 
any d E ~. It is known that6,23 ' 

(3.4) 

for 0'> 0. From Theorem 2.1, we have the following 
result. 

Theorem 3.2: Let d1'(Ci) be any (positive) finite even 
measure on R. Then the Schwinger functions of the ex
ponential type interactions given by (3.3) are bounded 
by 

15(/\, 0;11, ..• '!n) I ~ K"n! nlfi Is, 
i=l 

uniformly in A and 0 for fi E .5 (Rd) , dEN+, where I . Is 
is a suitable Schwartz space norm. 

Proof: By Theorem 2.1, it is sufficient to show uni
form bounds of the pressures CiA,o(P), CiA,o(P-x). We 
have that for a E R 

(exp[a¢O(XA) - V A,01> '" (exp[a¢o(XA)]) 

~ exp[ 0(1) 1/\ I], (3.5) 

from (3.4). The Jensen's inequality and (3.4) yields 
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(exp[a¢O(:XA) - v A,oJ> ~ exp[ (a¢o(XA) - v A,O)] 

~ exp[ - (j dv(a)) 1 J\ I]' 
for a E R. From (3.5) and (3.6) it follows that 

1 aA,o(P) 1 + I aA,o(P - x) I.,,: const 

(3.6) 

uniformly in J\ and 6. Theorem 3.2 follows from The
orem 2.1 and the above bounds. 

Note added in manuscript; Recently the author has con
structed the infinite volume limit Dirichlet states by 
proving the convergence of lattice approximation of the 
model with Dirichlet boundary condition and using The
orem 3.1. See Y. Park, "Convergence of Lattice Ap
proximation and Infinite Volume Limit in the (A¢4 - a¢ 

- 11¢)3 Field Theory, " University of Bielefeld, Preprint 
(1975) . 
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Critique of the generalized cumulant expansion method 
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The method of ordered cumulants is presented for the solution of multiplicative stochastic processes. The 
relationship between this method and the irreducible cluster integral method of Mayer, which is used in the 
theory of the imperfect gas, is elucidated. The cluster property of ordered cumulants is proved. A critique 
of the literature in this area is presented which exposes some errors in the formulas. Several examples are 
indicated for the application of the ordered cumulant method. 

1. INTRODUCTION 

Many physical processes may be mathematically 
modelled by stochastic operator (differential, matrix, 
commutator, etc.) equations. Linear stochastic opera
tor equations usually are of two major types, the in
homogeneous or "additive" stochastic processes with 
the canonical form 

d -
dia(t) = Ga(t) + F(t), 

and the homogeneous or "multiplicative" stochastic 
processes with the canonical form 

d -
dt aCt) = Aa(t) + A(t)a(t). 

(1) 

(2) 

The vector a(t) is the quantity for which each equation is 
solved, G and A are t-independent operators, and :ffU) 
is a stochastic vector whereas A(t) is a stochastic 
operator. Additive stochastic processes have a long 
history and are now well understood, but multiplicative 
stochastic processes have only been studied relatively 
recently and their solution will be the subject of this 
paper. 

Before commencing with the formulation of the solu
tion of multiplicative stochastic processes, it is useful, 
for purposes of comparison, to briefly review the appli
cations of additive stochastic processes. Their proto
type is Langevin's equation for Brownian motion. 1 

Uhlenbeck and Ornstein, 2 and Wang and Uhlenbeck3 

extended Lagevin's equation to the Brownian motion of 
a harmonic oscillator and other more complicated 
systems. Onsager and Machlup4 used this extended 
version of Langevin's equation as the basis of their 
theory of irreversible thermodynamics. de Groot and 
Mazur 5 began the development of a completely general 
theory of Markovian stochastic processes which was 
completed by Fox and Uhlenbeck.6 This theory extended 
applicability of additive stochastic processes to 
hydrodynamics in precisely the manner suggested by 
Landau and Lifshitz, 7 and it also provided a basis for 
the stochastic Boltzmann equation. The non-Markovian 
extension of the theory was subsequently established by 
Hauge and Martin- LOf. 8 Recently achieved applications 
of additive stochastic processes include problems in 
binary mixtures, 9 light scattering, 10 "long time tails" 
for autocorrelation functions, 3 and laser theory. 11 

Quite recently, a nonlinear version of additive 
stochastic processes has also been presented by 
Keizer. 12 
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Multiplicative stochastic processes, in the special 
case of differential equations with stochastic coeffi
cients, have been studied for several decades by many 
people, especially by probability theorists. The 
emphasis in this paper, however, will be placed on the 
ordered cumulant method which was pioneered by 
Kubo. 13 A detailed account of spin relaxation theory 
based upon KUbo's work has been presented by Freed, 14 

and Fox15 has studied the stochastic Schrodinger equa
tion and its associated density matrix equation using 
Kubo's methods. An almost independent development, 
stemming from the work on stochastic differential equa
tions with stochastic coefficients, has been published by 
van Kampen. 16 

In the remainder of this paper a review of the ordered 
cumulant method of solution of multiplicative stochastic 
processes will be presented. The relationship between 
this method and the irreducible cluster integral method 
of Mayer, used in the theory of the imperfect gas, will 
be elucidated. The cluster property for the nth order, 
ordered cumulant will be proved. A critique of the 
present literature on this subject will be given which 
exposes some correctable errors. Finally, the paper 
will conclude will a representative selection of 
examples. 

2. ORDERED CUMULANTS 

In Eq. (2) it is assumed that the various nth order 
moments of AU) are computable from an appropriately 
specified characteristic functional. In addition, it is 
assumed that (A(t) = 0, where ( ... ) denotes averaging. 

Transformation to the "interaction picture" through 
the equation 

b(t) s exp(- {A)a(t) 

leads to the equation 

!i bet) = B(t)b(t) 
dl 

in which B(t) is given by 

B(t) s exp(- fA)A(t) exp(lA). 

It follows that (:8(1) = O. 

The solution to (3) may be written in the form 

bet) = r exp[ Jo t 13(s) ds )b(O) 

(3) 

(4) 

in which the symbol r denotes t-ordering and is defined 
by 
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The average of (4) leads to the introduction of the 
ordered cumulants G(n) through the equation 

(b(t» =(I exp[ fo' B(s) ds ])b(O) 

The sum over compositions of m in the second equality 
is defined by L:~1 m l = It/. The second equality is the 

'crux of the proof, and follows from the fact that follow-
(5) ing L:;:b a sum over partitions of m or a sum over com

positions of m lead to equivalent series which differ 
only in the sequence of occurrence of their summands. 
The third equality is just the multinomial expansion 
which still holds in the presence of '£. 

= Iexp(t J~t G(n)(S)ds)b(O). 
71=1 

(6) 

In (6) b(O) is specifically statistically independent of 
13(s) for all s?c O. The t-ordering symbol in the second 
equality is defined by 

T{A U l
G<l i )(s.)ds.l l 

_ i=l 0 '1 } 

in which the sum over p is a sum over all k! permuta
tions of the integers 1,2, ... ,k, and li is some positive 
integer. If li = m for i = 1, 2, ... ,k, then all k! in
tegrands in (7) are identical and the sum over permuta
tions produces an over-all factor of k!, which is identi
cal with the behavior of r expressed in (5). If an inter
mediate state of degeneracy exists such that m l of the 
l;' s equal land L:I m I = k, then the sum over permuta
tions will generate factors of fll m l ! for each of the 
distinct integrands which will occur in (7). For example, 

IUo
t G(S)(s) ds[ fo t G(2)(s) ds F} 

= 2! {j~ t dS 1 J~'1 dS 2 f o'2 ds 3{ G(S) (S1)G(2) (S2)G(2) (S3) 

+ G(2)(S1)G(S)(S2)G(2)(S3) + G(2)(s1)G(2)(S2)G(S)(S3)}}' 

The mth order moment operator A (m) is defined 
through the equation 

(8) 

(9) 

in which f6A(O)(s)ds=l by convention. The moments 
and the ordered cummulants are related by the identity 

(tA(m)(S)dS= 6 r{rl~(itG(I)(S)dS)ml}, Jo partitions 1=1 mi' 0 
~m . 

in which the sum over partitions of m is specified by 
L:;:1 lm l = m, and which is proved by the sequence of 
identities 

(10) 

~ it ~ { (it ) } o A(m)(s)ds=6 6 I n~ G(I)(s)ds
ml 

moO 0 moO partitions 1=1 mi' 0 
of m 

~ {~ 1 (it )m } =6 6 T fl - G(I)(s)ds I 
moO compOsitions - 1=1 m l ! 0 

of m 

= ~ ~ I{(t (' G(I)(S)dS)m} 
m-O m. 1=1 Jo 

= Iexp(~ II G(n)(S)dS). (11) 
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Using (7) in (10) gives expressions for the mth order 
moments in terms of ordered cumulants of order less 
than or equal to m. It is possible to invert these ex
pressions and express the filth order, ordered cumulant 
in terms of moments of order less than or equal to 
m. The first three terms of each type of expression 
are listed below: 

fot A(1)(s)ds=fotG(1)(s)ds, 

J~ t A (2) (s) ds = fo t G(2) (s) ds + 'zI {[j~ t G (1) (s) ds n, (12) 

fot A(3)(s)ds = f/G(3)(s)ds + I {fot ds 1fot ds2G(2)(S1) 

x G (1 )(S2)) + (1/3!) It[ fo t G(1) (s) ds ]3}. 

fotG(1)(s)ds = fot A(1)(s)ds, 

fot G(2)(S) ds = J~ t A (2)(S) ds - ~I{[ J~t A (1)(s) ds 12}, (13) 

fo t G(3)(S) ds = f/ A (3)(s)ds - r{j~ t dsd
o 
t ds2A (2)(S1)A (1)(S2) 

+ I{[f/ A(1)(S)dsHr{[J/ A(1)(s)dsf}} 

- (1/31) I{[j~ t A (1) (s) ds j3}. 

In order to arrive at a general expression for 
f6G(n)(s)ds, it is necessary to introduce a shorthand 
notation. This is most easily achieved if all expres
sion are written out with all integrals explicit. For 
example, 

Jo' A (3)(s) ds = J/ dS1 J~'l dS 2 Jo'2 ds 3(13(s1):8(s2)13(s3», 

r.IJo
t dsd~t ds2A(2)(S1)A(1)(S2)} 

= fo t dS 1 Jo'1 dsd~'2 ds3i(:B(s1)13(s2»(13(s3» 

+ (l3(s1):8(s3»(13(s2» + (:8(s1»(:8(s2)13(s3»}' (14) 

I{(j~t A(1)(s)ds)'ir{(jo' A(1)(s)ds)2}} 

= Jo t dS 1 J~'1 dS 2 J~'2 ds3{2(13(s1»(B(s2»(B(s3» 

+ (13(s1»(13(s3»(:8(s2»}' 

A natural abbreviation for the right-hand sides of these 
equations is 

(123) , 

(1)(23) + (12)(3) + (13)(2), 

2{(1)(2)(3)} + (1)(3)(2), 

(15) 

respectively. Denoting J6 G(n)(s) ds by (12' .. n) C' where 
c stands for cumulant, the equations in (13) may be 
given in shorthand by17 

(l)c=(l), 

(12)c=(12) - (1)(2), 

(123)c=(123) - (1)(23) - (12)(3) - (13)(2) 

+ (1)(2)(3) + (1)(3)(2). 

This shorthand notation permits the writing out of 

Ronald Forrest Fox 

(16) 

1149 



                                                                                                                                    

nG(4)(s)ds, which would otherwise be much too 
unwieldy: 

(1234)e=(1234) - (1)(234) - (123)(4) - (124)(3) 

- (134)(2) - (12)(34) - (13)(24) - (14)(23) 

+ (1)(2)(34) + (1)(3)(24) + (1)(4)(23) 

+ (1)(23)(4) + (1)(24)(3) + (1)(34)(2) 

+ (12)(3)(4) + (13)(2)(4) + (14)(2)(3) 

+ (12)(4)(3) + (13)(4)(2) + (14)(3)(2) 

- (1)(2)(3)(4) - (1)(2)(4)(3) - (1)(3)(2)(4) 

- (1)(3)(4)(2) - (1)(4)(2)(3) - (1)(4)(3)(2). 

The pattern that is exhibited in (16) and (17) has the 
general form, 16,17 known as van Kampen's rules: 
r t (nl( r t r 51 j.5n_1 

J o G s)ds=Jo dS1)o ds2··· 0 ds n(12"'n)e 

=Jotdsd~S1dS2'" J~sn-1dsn 
k 

(17) 

X 0 (_1)k-1 0 n ({Zp(n}) , (18) 
ordered p 1=1 

part ltions 
of n 

in which the sum over ordered partitions of n involves 
partitions of the first n positive integers into m l groups 
of Z integers each, such that 2:~=11ml =n and such that 
in each group the 1 integers increase from left to right. 
k is defined for each particular partition by k = 2:;:1 mZ, 
which is the total number of groups in the partition. 
({Z;}) denotes the shorthand for the integrand of a 
moment with Zj factors. ({Z1}) always contains the in
teger 1 in its group of integers. P is a permutation of 
the k -1 integers 2,3, ... ,k, so that P(l) '= 1 always 
holds. Equations (16) and (17) may be seen to be special 
cases of (18). 

3. THE CLUSTER PROPERTY 
In the Mayer theory of the imperfect gas, 18-23 the 

partition function for N gas molecules is given by 

N 1 
QN=N! :0 n --, (Vbl)m l , 

partitions 1=1 1nl' 
of N 

(19) 

in which the partitions of N are specified by 2:~=1Zml = N, 
V is the volume and bl is determined by the linked, or 
irreducible, cluster integrals. The grand canonical 
partition function, Q, is defined by 

-0 1 N 
Q = L.J '" Z Q~. 

N=O 1V. 

Using an argument patterned after(l1) gives 

Q = t 6 n _1_ (VbIZI)ml 
N=O partitions 1=1 m l ! 

of N 
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(20) 

The sum over partitions of N was specified for (19), 
and the sum over compositions of N is defined by 
2:~=1 m l = N. The third equality follows from the mul
tinomial expansion. The very strong similarity be
tween (20) and (11) suggests that the ordered cumulants 
possess a cluster property on analogy with the bz's 
which are their counterparts. In the remainder of this 
section, the cluster property for f5 G(nl(s) ds will be 

. proved, and the proof will use Eq. (18). 

In order for the cluster property for ordered cumu
lants to hold, it is necessary that the moments possess 
the factorization property, which may be expressed by 

(B(t1)B(t2) ... B(tj)B(tj+1) ... B(tn» 
=(B(t1)··· B(tj »(B(tj +1)··· B(tn» (21) 

whenever I [j+1- t} I» T and the time variables are 
ordered by t1 > t2 > ... > tn. T is the correlation time for 
B, and the factorization property is strictly an identity 
only asymptotiCally. When T is sufficiently short, how
ever, factorization for intervals, I fi+1 - t} I, which are 
not asymptotically large, may be a very good 
approximation. 

Referring to (18), suppose that two time variables, 
s} and Sk, satisfy Is} - Sk I » T and k > j. Because the 
time integrals are ordered as is specified by the limits 
of integration, the integrand involves time domains in
cluding Is} - S }+1 I »T, so that if k is not j + 1, then 
Is} - Sk I » T implies that Is} - s}+11 » T obtains for the 
integrand. Therefore, consideration of the special 
case, Is j - S }+11 »T, is in fact general enough to cover 
all cases. For Is} - S j+ll »T, two cases arise in the 
analysis of (18): Either Sj and Sj+1 are in the same 
moment, or s} and S j+1 are in distinct moments. In the 
first case, the moment in question has the abbreviated 
form (q , .. j j + 1 ... r) because the integers in any 
moment in (18) are arranged so that they increase from 
left to right. The factorization property implies 

(q . .. j j + 1 ... r) = (q ... j)(j + 1 ... r>. (22) 

If (q . .. j j + 1· .. r) was originally a factor in a product 
containing k factors, then the product contains!? + 1 
factors when the right-hand side of (22) is substituted 
for the left-hand side. These!? + 1 factors satisfy all 
the conditions required for them to be a term in 
(12· .. n)e, but with the sign (- l)k rather than the sign 
(- 1 )k-l which attends the term containing the factor 
(q . .. j j + 1 ... r). Therefore, these two terms cancel 
identically when (22) is used, and the first case is com
pleted. In the second case, S j is in one moment, 
(q . .. j Z, •• r), and s j+1 is in another moment, 
(g .. ·ij+l· ··h). According to the rules attending (18), 
Si > Sj > S}+1:-' 51' Therefore, ISj - Sj+1 i >, T implies the 
two factorizations 

(q .. . j l· .. r) =(q . . ·j)(l· .. r), 

(g . .. i j + 1 ... h) = (g . .. i)(j + 1 ... h). 
(23) 

As in the first case, either of these factorization 
produces factors which are identical with factors in 
terms in (12'" n)e' However, in this case, four terms 
rather than two, must be Simultaneously considered. 
Suppose that the original term containing both 
(q . .. j l· .. r) and (g . .. i j + 1· .. h) and 1? factors. It 
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also has the sign (- l)k-l. (12'" n) c also contains a 
term with k + 1 factors, all of which are identical with 
the factors in the original term except that (q . .. j [ ... r) 
is replaced by (q .. 'j)(['" r), and (g'" i j + 1·· . h) is 
unchanged. This term has the sign (- l)k. Similarly, 
there is another term with sign (- l)k and k + 1 factors, 
all of which are identical with the factors in the original 
term except that (g . .. i j + 1· .. h) is replaced (g . .. i) 
x(j+1"'h), and(q···j [· .. r) is unchanged. (12"'n)c 
also has a term with k + 2 factors and sign (- l)k+l in 
which all the factors are identical with the factors in the 
original term except that both (q ... j [ ... r) and 
(g . .. i j + 1 ... h) are replaced by (q . .. j)(l ... r) and 
(g . .. i)(j + 1 ... h) respectively. Now, if the right-hand 
side of (23) is used in place of the left-hand side of (23) 
in the original term and in these three related other 
terms, then four identical terms are obtained with two 
of one sign and two of the opposite sign. Therefore, the 
four terms cancel identically, and case two is 
completed. 

The consequence of this theorem is that (12' .. n)c, as 
defined by (18), vanishes unless all n st's are 
"clustered" together relative to the scale T. Closer 
examination of the details suggests that there are terms 
in (12· .. n)c as expressed in (18) which are comprised 
of sufficiently many "short overlaps" that they permit 
sl and sn to be as far apart as roughly tnT. However, 
T is usually defined to be a time long enough so that 
(12) falls to only a few percent of its value when sl = s2' 

If T is the time for which (12) is only to its equal time 
value, then terms permitting sl and sn to be apart by 
as much as ~nT are also porportional to a factor of 
order (1/10)n/2. 

The cluster property for (12· .. n)c can be used to 
prove that, for t» T, J~G(n)(s)ds has the simple form 

lim 1, t G(n)(s)ds = J/ exp(- t'A)M(n) exp(t'A)dt' (24) 
t»T 0 

in which M(n) is t'-independent. The exponential-of-A 
factors stem from the interaction picture which is being 
used throughout this paper. The proof of (24) goes as 
follows: ConSider the t derivative of J5G(n)(s)ds which 
is G(n)(t), and consider the t derivative of the right
hand side of (18), which converts sl into t. The cluster 
property of (12" . n)c with SI =t requires that all time 
variables be close to t relative to T. The leading factor 
in every term in the t derivative of the right- hand side 
of (18) has the form (l3(t)· .. ). USing the definition of 
B(t) shows that (B(t) ... ) = exp( - tA)(A(t) exp (tA) ... ). 
Additionally, every term also ends with a factor which 
is farthest to the right of the form ( ... B(s j», where 
j=2,3"'n butj*1. This factor may be written as 
( ... exp(- sjA)A(sj» exp(sjA) and exp(sjA) may be ap
prOXimated by exp(tA) because of the cluster property 
if TA is sufficiently small. After removal of the leading 
exponential, exp(- tAl, and the tailing exponential, 
exp (tA) , the residual terms integrate to a t - independent 
expression when t »T. This expression will be called 
M(n). 

4. THE SOLUTION 

It has now been demonstrated that the solution to (2), 
when averaged, is given by 
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(b(t» = Texp(t Jot G(n)(S)ds\b(O) 
- 11=1 J 

and that 

G(n)(t) - exp(- tA)M(n) exp(tA). 
t»T 

(b(t» is also equal to exp(- tA)(a(t». Therefore, the 
above solution is equivalent to the solution to 

!!:... (a(t» = A(a(t) + exp(tA) t G (n)(t) exp(- tA)(a(t» , 
dt 11=1 

which for t» T is very well approximated by 

*' (a(t» = A(a(t» + tl M(n)(a(t» , 

(25) 

(26) 

which has a simple exponential solution. Because 
(B(t» = 0, it follows that M(l) = 0, as well as G(j)(t) = 0. 
M(2), which is often a good approximation to 1::1 M(n) 

by itself, is given explicitly by 

M(2) = Jot (A(t) expeCt - s)A)A(s» exp«s - t)A) ds, (27) 

where t» T. 

Two special cases are worth mentioning at this point. 
If A(t) is determined by a Gaussian characteristic func
tional which is consequently an even functional, then 
only the even order, ordered cumulants are nonvanish
ing. However, unlike the fully commutative situation in 
which the cumulants for a Gaussian process vanish 
after the second cumulant, the higher order, ordered 
cumulants do not vanish. 15 They do, of course, satisfy 
the cluster property as may be observed directly by 
writing out (18) for the Gaussian case explicitly. The 
second special cas~ is the case in which the autocorre
lation function for A(t) is porportional to a delta func
tion in the time variables. In this case, the higher 
order, ordered cumulants all vanish after n = 2, be
cause of the cluster property. 

5. COMMENTARY 

It may be asked why van Kampen's rules16 for the 
construction of the ordered cumulants were necessary 
when it is the case that Kubo's basic paper13 on the 
subject appeared nearly twelve years earlier. Indeed, 
Eq. (6.9) of Kubo's paper13 purports to be a closed 
form formula for ordered cumulants. The formula is an 
extention to ordered operators of a formula for com
muting quantities which was worked out by Meeron. 24 

In the commutative case Meeron's formula is unques
tionably correct. In Kubo's formula there is an indexj 
which may be restricted to just one value for the context 
of this paper, and the ordering operation, Q, in his 
formula corresponds with r here. Rewriting Kubo's 
general formula for just one value of j and with r re
placing Q, and with a few changes of variables, gives 
the formula 

f tG(n)(S)dS= 6 (-1)P-1(P-1)! 
o part! tions 

of n 

(28) 
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in which the sum over partitions is specified by 
L;;':l l m I = nand p = 2: m I, and which more rec ently ap
peared in a paper by Fox. 25 A combinational procedure 
for the derivation of (28) was presented, and Fox did 
not then know that the formula, in a somewhat more 
general form, had already appeared in the literature. 13 

In fact the equivalent of (28) had also been used by 
Freed14 for n= 1,2,3,4 in his Eqs. (2. 14a)-(2. 14d). Are 
Eqs. (28) and (18) equivalent? The answer is no. 

The nature of the error is somewhat subtle because 
only a slight, but very significant, difference exists 
between formulas (18) and (28). It is easiest to see the 
difference by example. If the n = 3 case in equation (13) 
is compared with the n = 3 case in (28), then two ex
pressions are obtained for J 6 G (3) (s) ds which contain 
some identical terms, and some nonidentical terms. 
Ignoring the identical terms, from (13) one gets 

7.J(j~ t A (I> (s) dsH7.:{(j~ t A (I> (s) dS)2}} 

- (1/3!)7.:{(j~tA(1)(s)ds)3} (29) 

whereas from (28) one gets instead 

2 r. {(l/3 ! )( 10 t A (1) (8) ds )3}. (30) 

By using the shorthand notation of Sec. 2 of this paper 
and working out all the integrals, (29) and (30) become 
(31) and (32) respectively 

(1)(2)(3) + (1)(3)(2), 

2{(1)(2)(3) }. 

(31) 

(32) 

Generally, the factor (p - 1)! in (28) corresponds with 
(p - 1)! permuted terms in (18). van Kampen16 even 
suggests using an expression like (28) as a mnemonic 
device for remembering (18), provided one replaces the 
(p-1)! by (p-l)! permutations of thep-1 moments 
following the moment which contains 1. In Fox's 
paper25 the error arises from the incorrect identity 

r.{(jot A(1)(s)dsHr.{(jot A(I>(s)ds)2}} 

= (3/3! )r.{(j~ t A (1)(8) dS)3}, (33) 

which would render (29) and (30) equal. An identity such 
as (33) is discussed by Fox, 25 and is in fact valid in the 
appropriate context, but that context requires a very 
different meaning for A (1) than its meaning here. While 
the discrepancy is exhibited here for n = 3, it does not 
show up until n = 6 if (A(t» = O. Since both Freed14 and 
Fox25 assumed (A(t» = 0 in their subsequent calculations, 
and both only looked explicitly at n = 2 and n = 4 results, 
they got the correct results. 

The cluster property of the ordered cumulants, which 
is of such fundamental importance as far as the utility 
of the ordered cumulant method is concerned, also has 
a somewhat confused literature. van Kampen16 barely 
mentions it. Freed14 makes very interesting use of it, 
but bases its validity upon general results in the Kubo13 

paper. In the Kubo paper, the important equation in 
this regard is (6. 7). It is not difficult to show that for 
T ordering, counter examples to Eq. (6.7) can be con
;tructed, and that even though the cluster property is 
nevertheless true, Kubo's argument does not justify it. 
The argument in the present paper is offered to 
remedy this situation. In a very clear and concise 
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paper, Terweil26 demonstrates the connection between 
the ordered cumulant method and the Zwanzig projec
tion operator technique. In that paper, he proves a 
cluster property for the "partial kernels" which arise in 
the projection operator approach. His proof should be 
compared with the proof here. His proof does not, 
however, establish directly the cluster property for the 
ordered cumulants. 

Yoon, Deutch, and Freed27 have also compared the 
ordered cumulant method with the projection operator 
method, and their considerations are deducible from 
Terweil's paper, although their context is very differ
ent, and very interesting. 

6. EXAMPLES 

In addition to the examples discussed by Kubo, 13 van 
Kampen, 16 and Freed, 14 a few other representative 
examples will be sketched here. The examples will be 
treated to the extent that they are made to have the 
form of (2). 

Example 1: The stochastic, standing wave equation28
: 

d2 
-

dx2 v(x) + k 2[1 + ¢(x)]v(x) = O. 

Replace v(x) by 

v(x) =A(x) exp(ikx) + B(x) exp(- ikx), 

in which A(x) and B(x) are subject to the auxillary 
condition 

: exp(ikx) + ~: exp(- ikx) = O. 

It then follows that 

d(A(x») .k- ( 1 exp(-2ikX»)(A(X») 
dx B(x) =z"2¢(x) - exp(2ikx) -1 B(x). 

This is the form of (2) if x is changed to t, A = 0, and 
a(t) and A(t) are complex valued. 

Example 2: The stochastic Schrodinger equation29
: 

Expand </J in terms of the eigenstates of HO, HO 1 0') 

=E"IO'): 

W) = 6 C,,(t) 10')· 
" 

The Schrodinger equation becomes 

. d -zn- C,,(t) = E"C,,(t) + H"".(t)C",(t), 
dt 

in which ii"",(t) =(0.1 H(t) 10.'). This is also a complex 
realization of (2) with a diagonal A. 

Example 3: The stochastic density matrix equation29
: 

By using the previous example and defining the den
sity matrix by 

p"s(t) = q(t)C,,(t) 

the density matrix equation is 
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where i",s""s.(t)=owH",,,,.(t)- o",,,,.Hs's(t). This can also 
be written equivalently 

Example 4: Equation of motion for a magnetic moment 
in a stochastic magnetic field: 

d e -
df m =- 2111c [B+B(t)lxm. 

Example 5: Reduced density matrix equation: 

·1l1.. =[Hs+HR+HI 1 Z of P ,p , 

where HS is a system Hamiltonian, HR is a reservoir 
Hamiltonian, and HI is the interaction Hamiltonian. No 
explicit stochasticity appears. However, reduction of 
the full density matrix by tracing over the reservoir 
states can be treated as averaging, and associated 
ordered cumulants can then be defined in a natural way. 
Another paper doing this in detail will be forthcoming. 

Generally, the effect of M(2l, which appears in (26), 
is to create dissipative behavior for the averaged equa
tions in these examples. Each example is in fact time 
reversal invariant before averaging is performed, so 
that averaging is the sole source of disSipation. 
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Exponential decay and regularity properties of the Hartree 
approximation to the bound state wavefunctions of the 
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The exponential decay and regularity properties of the Hartree approximation to the bound state 
wavefunctions of the helium atom are proved. 

1. INTRODUCTION 

In quantum chemistry and theoretical physics, the 
Hartree equations are often used to simplify the study of 
the N-body Schrodinger Hamiltonian. 

The Hamiltonian of the helium atom is 

H=t_rz2 ~i_t2e+~, 
iol 2m '01 r i r 12 

(1. 1) 

where the first term on the right-hand side of (1. 1) is 
the sum of the kinetic energy of the two electrons and 
~i is the Laplacian in the variables of the ith electron. 
The second term is the Coulomb potential energy of the 
electric field of the nucleus, and rj is the distance be
tween the nucleus and the ith electron. Finally, the third 
terms is the electric repulsive interaction between the 
two electrons and r 12 is the distance between the two 
electrons, and - e < ° is the electric charge of the 
electron. 

The restricted Hartree equation1 has the following 
form for the helium atom: 

rz2 e Ju 2(y) 
- - ~u (x) - - u(x) + e2u (x) -I -_-I dy = AU (x) 

2111 Ixl x y (1.2) 

with U E L2 (IR3) and Ilu II L2 = 1. 

Chemists and physicists have done for a long time 
an enormous amount of heuristic and computer work on 
Eq. (1. 2); only in recent years the progress of nonlinear 
functional analysis has made possible the discussion of 
nonlinear eigenvalues problems such as (1. 2) on a 
rigorous mathematical basis. 

On this last direction work has been done by Reeken,2 
Wolkowisky,3 Reeken, 5 Stuart, 6 Lieb and Simon, 7 

Micheletti and Zirilli. 8 Using bifurcation theory, topo
logical degree techniques, and variational methods, 
many questions about the existence and the number of 
solutions of the nonlinear eigenvalue problem (1. 2) have 
been solved. 

The purpose of this paper is to prove for the helium 
atom restricted Hartree approximation the exponential 
decay and regularity properties of the bound-state wave 
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functions solutions of the Schrodinger equation for the 
helium Hamiltonian (1.1). 

Lieb and Simon7 have announced the same exponential 
decay properties for the solutions of the Hartree- Fock 
problem. 

Earlier not rigorous results of this type are contained 
in Handy- Marron-Silvestrone. 10 

The exponential decay of the eigenfunction of a 
Schrodinger Hamiltonian H has been considered by 
several authors: Hunziker, 11 Simon, 12 Ahlrichs, 13 

Simon, 14 O'Connor, 15 and the regularities properties 
have been considered by Kato. 9 

In the following, we will make use of the results of 
Reeken,4 O'Connor, 15 and Kato. 9 

2. THE RESULTS 

Reeken in Refs. 4 and 5 has shown that there are at 
least countably many pairs (un, An) with Un E L2 (IR3), 
IIun llL2 = 1 and An < ° such that Eq. (1. 2) is verified. 

Let on L2(IR3) 

- (rz2/2111)~ + V 

be a two-body Schrodinger Hamiltonian. We recall the 
following theorems: 

Theorem 1 (O'ConnorI5 ): If VER +L; and [- (rz2/2m)~ 
+V] 1jJ=-EIjJ, E>O, IjJEL2(IR3) then 

Ji E L)[exp8(2mE)1I2 I x I] 
for every 8, ° ~ 8 < 1. 

Theorem 2 (Kato9): If VEL2+L~ and [-rz2/Lm)~ 
+V] 1jJ=-EIjJ, E>O, IjJEL2(IR3), then IjJ is Holder con
tinuous, where R is the Rollnik class of functions. 
Equation (1. 2) can be rewritten in the following way: 

( 
rz2 4e ~ - 2-~- -I -I +qu(x) U=AU, (2.1) 

'/17 x 

where 

2 u 2(y) 
qu(x) = 2e -I -. -I dy x-y 
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so that in order to apply Kato and O'Connor theorems to 
the solutions {Ui} of (2.3) given by Reeken's theorem is 
enough to show that q u(x) E L 2 + L ~ because L2 + L ~ c R 
+L~ and-2e/lxl EL2+L~. 

Theorem 3: Let qu(x) be given by (2.2) then if U 

EL2(IR3) thenqu(x)EL2+L~. 

Proof: Let ap(x) and !3p (x) be defined as follows: 

and 

We have 

if Ixl <p 

if Ixl:;o p 

Ixl <p 

Ixl:;o p. 

qu(x):=J u2(y)a p(x-y)dy + J u2(y)!3p(x-y)dy. 

For any given E > 0 we take p > E-111u 11 L2, so that we have 

Moreover, 

(2.3) 

In fact, (2.3) is the convolution product of an L2 function 
with an Ll function. 

Concluding, we have the following result: 
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Theorem 4: Let (Ui' - Ai), Ai> 0 be solutions of (1. 2) 
then 

Ui Ej) exp[8(2mAi) Ix I] 
for every 8, 0 -'S 8 < 1, moreover Uj is Holder continuous. 
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Iterative solution of the Hartree equations 
C. D. Luning and W. L. Perry 
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An iterative scheme based on eigenpairs of Hilbert-Schmidt operators obtained from a Green's function 
representation for solutions of a linearization of the Hartree equations, d 2y,(r)/dr 2 -[1,(1,+ 1)/r 2lv,(r) 
+(2z/r)y,(r)-(2/r)~t~ IJ~,Yj(r)y,(r)=A~y ,(r), Y,(r) =S~y~(s)ds+rSO"s-ly~(s) ds, y,(O) =0, y,(oo)=O, 

SO" y~(s)ds = I, i = 1,2, ... ,N, establishes existence of solutions to the Hartree equations and the sequence of 
eigenpairs generated converge subsequentially to a solution. In the case of the helium atom, for which we 
show some computational results, sequential convergence is obtained. Due to the Hilbert-Schmidt nature 
of the operators involved, the iterative method is implementable with Galerkin methods. 

1. INTRODUCTION 

In this paper, we demonstrate an iterative method for 
solving the Hartree equations. For an atom with N elec
trons, the Hartree equations may be written as 

~Yi(r) l/(l/+l) ) 2z () 2£ ) 2 
-d'.2 - r Yi(r +- Yi r --. Yj(r)y/(r =,\y;(r), r r r )=1 

j'i 

(1.1) 

i=1,2, ... ,N, 

where Yi(r)=Pni,lj(r) is the radial wavefunction of the 
ith electron, which has quantum numbers (n!' lp m i ), 

and where the number z> N - 1 is the atomic number of 
the atom. 

The Hartree equations only approximately describe 
the structure of an atom; however, they are used quite 
extensively for carrying out atomic calculations. 

Hartree's method of solution is to make an approxima
tion for the functions Y j • This then reduces the problem 
to a system of linear equations. By using series tech
niques, two families of approximate solutions to the 
linear equations are found; one family satisfies the 
boundary conditions Yj(O)=O and the other Yj(oo)=O. 
By adjusting the parameters Ai' it is then possible to 
piece these functions together smoothly and to satisfy 
the normalizing conditions Jo~ y/(t) dt= 1. A new ap
proximation to the functions Y j can now be made and 
the process can be repeated until a self -consistent field 
criterion is met. This technique has yielded many physi
cally acceptable results. For more details see 
Hartree. 1 Slater2 has a bibliography of calculations of 
this type. 

Although Hartree's computational method gives physi
cally acceptable results, it has never been proven that 
his method will converge to a solution. In fact, we know 
of no proven convergent iterative method of solution. 
However, the iterative method exhibited in this paper 
generates a sequence of successive approximations 

{ ~ y . ~ y ., , ,. A Y . , , ,} 
"liP 1,i""2 9 i' 2,i' , k,i' kiP , 

i = 1,2, ... , N, which has a subsequence that converges 
to a solution of the Hartree equations. 
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For the case of the ground state of the Helium atom, 
where the uniqueness of the solution h::ts been proved, , 
the subsequence condition can be removed, and it can be 
shown that the sequence of successive approximations 
does converge to a solution. 

If uniqueness of solution were established for the 
general N electron case, the subsequence condition 
could then be removed. Physical observations and pre
vious Hartree calculations tend to support a uniqueness 
conjecture, but mathematically the important question 
of uniqueness is still open. 

In Sec. 3, we carry out some computations for the 
helium atom, N = 2. Our technique is implementable by 
use of Galerkin methods. 

Existence of solutions to the Hartree equations, first 
proven by Wolkowisky4 in 1972, is also shown by our 
technique. Reeken3 and StuartS showed the existence of 
solutions for the helium atom case. None of these solu
tions, however, are constructive in nature. By using 
bifurcation techniques, other work on Hartree's equa
tions has been done by StuartS ,6 and Gustafson and 
Sather. 7,8 

2. THE ITERATIVE TECHNIQUE 

The technique depends upon the construction of cer
tain Hilbert-Schmidt integral operators which in turn 
depend upon Green's functions of differential operators 
arising from (1. 1), namely the operators 

L(y)=y"-[Z(Z+1)/?]Y-A2y, y(O)=y(oO)=O. (2.1) 

By a change of variable, L (y) = 0 is reduced to a stan
dard form of Whittaker's differential equation. 9 Using 
the independent solutions of this equation, one finds 
that the solution to L(y) = - j, for appropriate j, is 

y(r) = [ - 1/2A([! )2][uo(r) r Itl (t) j(t) dt 

+ u1(r)[uo(t)j(t)dt], (2.2) 
o 

where 

uo(r) = exp( - Ar)(27\.r)1+1 / exp(2Art)tl(1 - t)l ril, 
o (2.3) 

U1 (r) = exp(- Ar) (271.r)1 +1 r exp( - 2 Art)tl (1 + t)l dt. 

With this Green's function representation of the solu
tion to L(y) = - j we can proceed to the development of 
the Hilbert-Schmidt integral operators necessary for 
the iteration scheme. 
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We let Cj be the vector space of real valued functions, 

Cj = {j: r x-1f2(X) dx < oo}, 
o 

where the integral (as well as all integrals in the rest of 
the paper) is the Lebesgue integral. Let H denote the 
Hilbert space consisting of Cj with the inner product 

{j,gl= r x-1j(x)g(x)dx. 
o 

For each continuous function ¢ defined on [0,00), with ° '" ¢(x) '" N - 1, H q, is the Hilbert space consisting of 
Cj with the inner product 

(J,g)q, = r 2x-1(z - ¢(x))j(x)g(x) dx. 
o 

We define linear operators V, Vq" and RA,I by the rules 

V{j)=-r-1f, Vq,(/)=2r-1(¢(r)-z)j 

RA /1)=[ -1/2(Z! )2][uo(r) r u1(t)j(t)dt 
, T 

+ u1(r) [uo(t)j(t)dt], 
o 

where u1 and U o are as in (2.3), l ~ 0, A> 0. 

We now present some preliminary lemmas. 

Lemma 1: The composition RA,IV has a natural exten
sion to a nonnegative self-adjoint Hilbert-Schmidt 
operator on H. 

Proof: Clearly, RA"V is a symmetric operator onH. 
We now show a complete orthogonal set of eigenfunctions 
Un} and corresponding eigenvalues I1n of RA,I V such that 
2:;.0 (I1n)2 < 00. 

For each integer n?- 0, there is a polynomial Pn(r) 
of degree n such that 

fn(r) =' rl+1pn(r) exp( - Ar) 

is a solution of 

y" -[Z(Z+ 1)/r]y - A2y+ [2(n+l+ 1)/r]Ay=0. 

Using the representation in (2.2) for the solution of L(y) 
= - f, one obtains 

(RA,IV){jn)=[1/2(n+l+l)]fn, n?-O. 

spanUn}:.o is dense in H, for if 

0= (r,+lPn(r) exp(- Ar), g(r)) 

= f Pn(r) exp[ -(A!2)rJ(r
'
g(r) exp[ - (A/2)rJ) dr, 

then, since the Laguerre functions are complete in 
L 2(0,00), 

rlg(r) exp[ - (A!2)r] = 0. 

That is, g(r) = 0. The orthogonality is a consequence of 
RA,IV being symmetric. / / 

Lemma 2: The composition Rlo.,l V q, has a natural ex
tension to a nonnegative self-adjoint Hilbert-Schmidt 
operator on H q,' 

Proof: It is easy to see that Rlo.,IVq, is symmetric on 
H q,' Let {fr}~ be any complete orthonormal sequence in 
H q,' Then i.(2z - 2¢)1 /2fn}~ is a complete orthonormal 
sequence in H. Moreover, since RA"V is a Hilbert
Schmidt operator in H and, since multiplication by (2z 
- 2¢)1 /2 is a continuous operator on H, the operator 
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is Hilbert-Schmidt on H. Hence, 

t II (RA,1 V q,){jn) II! = 2311 T«2z - 2¢)1 /2fn) 112 < 00, 
n=O n=O 

and 

(RA "V q,f,/) = (R A,zV(2z - 2¢)f, (2z - 2¢)/) ~ 0. /I 

Since RA,IV q, is a nonnegative self -adjoint Hilbert
Schmidt operator in H q,' it has a complete orthogonal 
system of eigenfunctions {fn}:.o with corresponding 
eigenvalues vn > ° such that 2::.ov~< 00. 

Lemma 3: If fn E: Cj is an eigenfunction of RA,I V q,' then 

(a) fn' f: ,fn" are continuous, 

(b) limfn(x) = 0, 
x-o 

(c) limfn(x) = 0, 
x-'" 

(d) lim xfn(x) = 0, 

(e) limf:(x) = 0, 

(f) fnEL 2(0,00), 

(g) the corresponding eigenvalue vn is simple. 

Proof: Part (a) is a consequence of the integral nature 
of the definition of RA,ZVq,. Using formulas (2.3) and the 
equation 

u1 (x) = exp(- ,\x)(2,\x)-Z ~ C )U + j)l (2Ax)/-j, 

we have 

uo(x) '" (2 Ax),+1 exp(,\x) and r r 1ui(t) dt '" c(2,\x)-2J-1. 
x 

For x ~ 1 

If 

u1(x) '" c exp(- ,\x), uo(x) '" c exp(,\x), 

lu~(x)1 "'cexp(-Ax), lu~(x)1 "'cexp(Ax). 

v In(x) = - [l/U 1 )2][uo(X) r u1 (t)rl(z - ¢(t)}fn(t) dt 
x 

then 

I vnfn(x) I '" K{(2,\x)'+1 exp(,\x) [r r 1ui(t) dtY /2 
x 

x [1'" r~2(t) dt]1/2 + U (x) [ r exp(2Af)(2Af)2 1+1 dt]l /2 
a n 1 0 

x[r t-lf~(t)dt)1/2} 
o 

However, X'UI(X) is bounded as x-a; thus limx_ofn(x) 
=0. For x~ 1 

I v nfn(x) I '" K{exp(,\x)(j'" ["1 exp( - 2At) dt]I/2[ r ["lf~(t) dtY/: 
x 0 

+ exp( - ,\x) f uo(t)r11 fn(t) I dt 
o 

+ exp( - ,\x)[ f ["1 exp(2At) dt]l /2[ f ["I f~(t) dt]l /2} 

"'K1{x-1/ 2 + exp(-,\x) + exp(- AX)[ f rl exp(2At)dt]I/2}. 
1 
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III~fn(x) I 
~ K (x fx"' exp( - At)r1

1 fnW I dt + x I; exp(At)r1
1 faW Idt) 

exp( - Ax) exp(Ax)' 

Thus 

lim Ixfn(x) I =Klim[2Ifn(x)I/A]=0, 

IInf:(x) = - (l! )-2[uri(X) r U1(t)t-1(Z - ¢(t))fn(t)dt 
x 

The proof that limx_,J~(x)= ° proceeds just as in 
lim,,_ .In(x) = ° using the appropriate estimates on I uri(x) I 
and lu~(x)l. Of course, (f) follows immediately from (b) 
and (d), and (g) is proved exactly as in Coddington and 
Levinson. 10 

Lemma 4: For each continuous function ¢, ° ~ ¢(x) 
~ N - 1, and for each nonnegative integer n, there is an 
eigenfunction fn E Cj and at least one value of -\, (z - N 

+ 1)/(n+ l + 1) ~ -\ ~ z/(n+ l + 1) such that 

Rx ,IU",fn=Anfn' 
n 

Proof: Let N n denote the class of all n-dimensional 
subspaces of H "'. Then by the min-max properties of 
eigenvalues we have 

~ min max ((2 )1/2I1Rx,IU(2z-2¢)fll 
LENn (f,g)",=o z 1I(2z-2¢)fll 

gEL 

x ll (2Z-2¢)f ll ) 
IIfll", 

~ min max (2zIIRx,IUhll) _ z 
LEN (h,g)=O Ilhll -n+l+1 

n gEL 

Similarly since z - ¢(x) > z - N + 1, we obtain lin> (z - N 
+ 1)/(n+ l + 1). 

Since the eigenfunction fn corresponding to the eigen
value lin is a solution of 

y" - [l(l + 1)/ r2 + A2]y + (A/lln){[2z - 2¢(r)]/ r}y = ° 
it follows from Courant and Hilbertll that lin depends 
continuously on A. Thus, since (z - N + 1)/ (n + l + 1) ~ II n 
~ z/ (n + l + 1), there is a 

AnE[(z-N+1)/(n+l+1), z/(n+l+1)] such that An 
= IIn(An). II 

Using the results of these lemmas, we can now 
present the iterative scheme for finding a solution to 
the Hartree equations and prove the subsequential 
convergence. 

For i= 1, ... ,N let YO,l ECj be such that Io~ Y~,I(r)dr 
= 1, and for k= 1,2, "'let (Yk,l> Ak,l;" ';Yk,N' Ak,N) 
denote the solution set of the system 
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Y;' - [ll(ll + 1)r2]YI + {2[z - ¢k)r)]/ r}Y1 - A:,IYI = 0, 

YI(O)=O, YI(oO)=O, r y~(r)dr=1, 
o 

(z - N + 1)/(nl + II + 1) ~ Ak,l ~ z/(nl + II + 1), 

where 
N 

¢k)r) = 7~ L( Yk-1,J(S)2 ds + ~~ S-lYk_1 )s)2 ds]. 

JH 

The iterative sequence so defined behaves as follows: 

Theorem: There exists a subsequence of the sequence 

{y ~ 'Y ~ .•• ,. Y A .• ,,} 
l,i' "l,i' I,"" ''2,1' ,k,i' k,i' , 

i = 1,2, • , ',N, defined above that converges to a solu
tion of the Hartree equations (1.1). 

In order to prove the theorem, we need a lemma. 

Lemma 5: For each i= 1, ... ,N, the sequence 
Uo~ y~)r)2 dr};=1 is bounded and the sequence {yk)r)};.l 
and trYk,l(r)}:l are uniformly bounded on [0,00). 

Proof: 

Ak,IYk,l(r) = - (ll! )-2[uo(r) ( U1 (t)r
1(z - ¢k,1 (t)Yk)t) dt 

+ U1 (r) Fa uo(t)r
1(z - ¢k)t))Yk,l(t) dt]. 

Thus, by the Schwarz inequality and since r Yk ,I (t)2 dt 
=1, 

I ~,I Yk,l(r) I ~ Z(ZI! )-2{UO(t)[ r t-2ui(t) dtj1/2 
r 

However, uo(r) ~ (2Ar)ll+l exp(Ar) and 
I' 

u1(r)= (2 Ar)-11 exp(- Ar) Fo (l~) (ll + j)! (2Adl-i . 

- J 

Also limt _ O t-
1uo(t) exists and is finite and for r> 1 there 

is a scalar c such that uo(r)~cexp(Ar), u1(r) 
~ c exp(- Ar). Thus for ° ~ r~ 1 

uo(r)[ r r 2ui(t) dt]1/2 

r ~ g (ll) ~ exp(Ar){~ exp( - 2At)[ i~ j (ZI + j)! (2At)lrJ]2 dtY 12 

~ e'{f e"P{ - 2>l1[ E c) II, + jl! {2>11' ,-, J' dlf'" ~ M, 

and 

~ (2A)2(2Ad i u1 (r)[ r exp(2At) dt]1/2 ~ M 2 , 

o 

For r> 1 

I ~,lrYk,l(r) I 

~ (li! )-2zr{uo(r)[r r
2ui(t) dt]1/2 

r 
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<S ([tl )-2Z {c2 exp(Ar)[ r exp(- 2M) dt]1/2 

1 
+ c[r exp( - 2Ar) 10 t"2U~(t) dt 

+ cr exp( - 2Ar) r ["2 exp(2At) dt]1/2}. 
1 

Since the right-hand side is bounded as r-"", there 
exists M3 such that 

I Ak,tYk, ;(r) I <s I Ak,jrYk,i(r) I <s M 3z(l1 1)-2. 

Thus, since (z - N+ 1)/(nl + II + 1) <s ~,i <S z!(n l + II + 1), 
{Yk)r)}:=l and {rYk,j(r)}:=l are uniformly bounded. 

By a similar argument, using the fact that \ u~(r)l 
<S c1 exp(- Ar) and \ u'l(r) \ <S c 1 exp(Ar) for r?> 1, we ob
tain scalars M4 and M 5 , independent of k such that 

thus 

ifO<Sr<s1, 

if1<sr: 

Proof of Theorem: For each i= 1, ... ,N, {Ak ,I}:=l is 
bounded and thus there is a AI' (z - N + 1)/ (n l + II + 1) 
<S Al <S z!(nl + lj + 1) and a subsequence {~,I} such that 
~,j- AI' 

IYk,j(r2 ) - y;,,(rl) I 
= I t2 y~)r)drl <S I r 2 - rll [r y~)r)2dr]1/2. 

Tl 

By Lemma 5, {Yk,l(r)} is equicontinuous and uniform
ly bounded, and, by Ascoli's lemma, there is a function 
Yj and a subsequence of {Yk,i} which converges to YI 
uniformly on every compact set. Since \ Yk,l(r) \ <S M l r-

1 

for r?> 1, it follows \YI(r)\ <SMl r-
1 for r?-1 and Yj 

EL 2(0,"")' 

Yk,i -Yi i=1, ... ,N, uniformly on bounded sets 
implies 

N 

¢'k j(r) - ¢(r):= '6 t yJ(t) dt+ r r rly~(t) dt 
, j~ 0 T 

j*l 

uniformly on [0,00). Thus 

yi: I(r) = {r-2l t([i + 1) - 2r-1[z - ¢k,j(r)] + A~,j} Yk)r) 

converges uniformly on all sets [1/ M, M] and hence it 
must converge to Y;" Therefore, {Yp AI}f=l is a solu
tion set of the Hartree equations (1. 1). II 

From the proof, it is seen that if the Hartree equa
tions have a unique solution, then the entire iterative 
sequence would converge to the solution. Indeed for each 
subsequence of {Yk,i' Ak ,j}:=l we have a convergent sub
sequence, so that the original sequence {Yk,i' \,I}:=l 
would converge to the solution (YP AI)' 

3. CALCULATIONS FOR THE HELIUM ATOM CASE 

We applied the technique to the ground state of helium 
(N=2, z=2, l=O, n=1). The calculations were per
formed with single precision on an IBM 360/65. 
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The iteration scheme was implemented by approxi
mately calculating the largest eigenvalue and corre
sponding eigenfunction of Rh,lV", in H '" by Galerkin's 
method. We used an averaging technique to find the A 
such that the largest eigenvalue of Rh,z V </J was equal to 
A. 

We note that in the proof of the theorem, the eigen
values and eigenfunctions of RA,lV", are utilized, where
as here we only obtain approximations to these. The 
iteration scheme still yields a valid approximation to the 
solution of the Hartree equations, since the necessary 
eigenvalues and eigenfunctions depend continuously on A 
and ¢. 11 

Galerkin's method says that if Uk} is a complete 
orthonormal system in H", and if P n is the orthogonal 
pro j ection in H", onto H n = span {Ii' . . . ,f n}' then, as n 
- "", the largest eigenvalue and corresponding eigen
function of P ~A,I U", restricted to H n converges to the 
largest eigenvalue and corresponding eigenfunction of 
R A,zV",.12 

The orthonormalization procedure in H", and formulas 
for RA,IV",(/) are fairly easy to compute when applied to 
functions of the form gk=xkexp(- ax), k a positive in
teger, and so we applied Galer kin's method with H n 

= span{gug2' ... ,gJ. 
For Hu we found A= 1.412 and for H2 , we found A 

= 1. 381, already within. 026 of Hartree's calculated 
1. 355. 13 Our initial guesses at A were 1.1, 1. 5, 1. 9, 
and the method converged to the same solution each 
time with no difference in computation time, which was 
about twenty seconds. 

We implemented the method with unsophisticated 
techniques. Since the operator RA ,I V <p is compact, it is 
expected that as the dimension of H n increases the 
matrix whose eigenvalues must be found will become 
more ill-conditioned. It would be interesting to see 
computational results obtained by more knowledgeable 
computists, using more sophisticated numerical 
techniques. 
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In this paper we show that the extrapolation of an image's piece as well as the object-reconstruction 
problem are improperly posed in the sense that the solutions do not depend continuously on the data. We 
try to restore the stability for these problems introducing suitable additional constraints. In the present 
work we treat in detail only the extrapolation of the image data. At this purpose we use and illustrate two 
numerical methods, which are based on the doubly-orthogonality of the linear-prolate-spheroidal-functions. 
Finally a probabilistic approach to these questions is outlined. 

I. INTRODUCTION 

The problem of image restoration is quite old and it 
has been widely discussed in literature. 1 More precisely 
the problems which have been investigated are essen
tially two; 

(a) The extrapolation of a given image piece beyond 
its borders, for recreating the entire image (see Ref. 1, 
p.318); 

(b) The reconstruction of the object from its optical 
image. 2 

Let us denote by f(x) the complex amplitude distribu
tion of a coherently illuminated one-dimensional object; 
then f(x) is a space-limited function, since it vanishes 
outside the interval I x I ~ ~Xll' Furthermore it can be re
presented as follows 2

; 

f(x) = (ffi )-1 I.:® F(w) exp(iwx) dw, F(w) E L2(_ OCJ, + OCJ). 

(1) 

Inverting (1), one obtains 

F(w) = (ffi)"l .c:f(X) exp(- iwx) dx, (2) 

where F(w) is an entire function in the complex w plane, 
since f(x) is space-limited. 3 Then we denote by](x) the 
image distribution, which is a band-limited function, 
since the pupil stop blocks all the waves with w greater 
than a positive constant Sl (see Fig. 2 of Ref. 2). (Here
after we shall refer to an optical system analogous to 
that considered in Ref. 2, Fig. 2, whose magnification 
is 1. However the general case is readily amenable to 
this system with only slight modifications.) Therefore, 
we can write 

{(x) = (ffi )-1 C1 F(w) exp(iwx) dw 
. . -Q 

(3) 

and also ](x) is an entire function in the complex x plane. 
Now one could argue (as it has been observed by several 
authors) that, even if the knowledge of the function F(w) 
is limited to the finite interval I w I ~ Sl, nevertheless, 
thanks to the uniqueness of analytic continuation, one 
could uniquely determine F(w) everywhere. Hence, one 
could reconstruct the object in all its details and there 
should be no ambiguity in interpreting the image and no 
loss of information in passing through the optical 
system. 2 
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A t this point we want to remark strongly that the argu
ment above is not correct, because mere uniqueness is 
wholly inadequate and the problem must be reconsidered 
taking into account the question of stability. More gen
erally we observe that in the procedures concerning the 
object- reconstruction problem, as well as in the extra
polation methods, which are in use in optics, not enough 
attention has been paid, up to now, to the questions con
cerning the continuous dependence of the solutions on 
the data. In fact, as is well known to mathematicians 
after Hadamard, 4 there is a large class of problems 
(usually called "ill-posed" or "improperly posed prob
lems"), in which the solution depends uniquely but not 
continuously on the data. The Cauchy problem for elliptic 
equations, Fredholm integral equations of the first kind, 
elliptic continuation, and complex analytic continuation 
are a few of the classical problems which are not well 
posed in the sense of Hadamard. Now, as we shall see 
in Sec. II, the instability in the object- reconstruction 
problem as well as in the extrapolation of the image can 
be explicity shown; more precisely it shall be proved 
that an arbitrarily small error in the data can induce 
an arbitrarily large error in the solution. 

Methods for obtaining a stable solution in the case of 
ill-posed problems of mathematical physics have, re
cently, undergone considerable development. More pre
cisely these methods have been used in the numerical 
analytic continuation of scattering data in particle phy
sics,5 in geophysical research, 6 and more generally in 
many of the so-called "inverse problems". 7 

In this paper, we shall prove (see Sec. II) , that the 
usual formulations of the problems (a) and (b) (i. e., the 
image-extrapolation and the object-reconstruction prob
lems) are not correctly posed; then we shall consider in 
detail only the problem (a), showing how it is possible 
to restore the stability imposing a suitable stabilizing 
constraint. Then in Sec. III we shall discuss two numeri
cal methods which give the nearly-best-possible ap
proximations. In Sec. IV, we reconsider the problem 
from a probabilistic point of view and the approxima
tions of Sec. III shall be reobtained. In Sec. V, we shall 
try some conclusions. Finally, the Appendix is devoted 
to the problem of the continuity of the analytic conti
nuation in the specific case of band-limited functions 
and the stabilizing constraint of Sec. II shall be derived. 
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II. FORMULATION OF THE PROBLEMS (a) AND (b) 

From the equality (3) combined with (2), we get 

l(x) =jX
O

/2 s i n[S1(X - s) If(s) ds (4) 
. -XO/2 rr(x-s) 

which states that the image is represented by the con
volution of the object and the diffraction image of a 
point source. 2 

Next we consider the integral operator given by 

j Xo/2sin[S1(X_ s)l <p(s)ds. 
-x 12 rr(x-s) 

o 

(5) 

In Ref. 3, it has been proved that the kernel of (5) is 
positive definite. Moreover it is easy to prove that the 
symmetric integral operator, defined by (5), is com
pactS in the space of square-integrable functions over 
the interval I x I ~ ±X 0' In fact, we have 

{fXO/2(iXO/21 sin[S1(x - s) 112 dS) dx 
-XO/2 -XO/2 rr(x - s) 

S1XO 
~--. 

rr 

1/2 

(6) 

As a consequence, the integral operator (5) admits a 
complete set of orthogonal eigenfunctions corresponding 
to a countably infinite set of real positive eigenvalues 
(see Ref. 9, Cap. vI). Therefore, we can write 

1
X

O/2 sin[S1.(x - s) 1 <Pn(S) ds = An<Pn(x) (7) 
-XO/2 rr(x - s) 

with \ > A2 > ~ > .... 

The eigenfunctions <Pn(x) turn out to be the so-called 
"linear-prolate-spheroidal-functions", which have been 
extensively analyzed by Slepian et al. 1,3 Here we mention 
the main properties of these functions: 

(i) the <Pn(x) are all band limited to S1; 

(ii) they are orthogonal and complete in the space of 
square integrable functions over the interval Ix I ~ ±Xo; 
more precisely we can write 

J
XO/2 

-XO/2 <Pi (X) <Pj(X) dx 

{
>t;, i=j, 

= 0 .... . i, j = 1, 2, 3, ... ; 
, l -r-}, 

(8) 

(iii) they are orthogonal and complete in the space of 
band-limited and square-integrable functions in the in
terval: - 00 < x < + 00. 

One remarkable property of these functions is their 
orthogonality over two different intervals; in Sec. III 
we shall make significant use of this property. 

Now, recalling thatf(x) is a space-limited function, 
we write the following expansion: 

~ 

f(x) = L fn'Pn(x), I x I ~ ~XO (9) 
n=l 

where we use, as a basis, the orthonormal functions: 
'P n(x) '= (VX;; t1 <Pn(x). 
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Next, following Toraldo di Francia, 2 we substitute 
(9) in formula (4) and using (7) we can write 

](x)= (X0/2 s in[S1(x-s)1£fn'Pn(s)ds 
1-x 012 rr(x - s) n=l 
~ 

= L fnAn'Pn(x) , 
n=l 

(10) 

where we have interchanged the order of summation and 
integration; however this exchange is legitimate since 

iXO/2{ N '} 2 
lim f(x) - L fn'Pn(x) dx - O. 
N-~ -Xo/2 n=l 

(11) 

In conclusion, we have the following expansion for the 
image distribution ](x): 

~ ~ 

lex) = L fnAn'Pn(X) = 6 ]~'Pn(x), (12) 
n=l n=l 

Therefore, from the experimental measurements of 
the image's coefficients] ~ one could, in principle, re
construct completely the object; L e., to determine all 
the coefficients fn. However, by the evaluation of the 
eigenvalues {An} which has been performed by many 
authors, one can observe that the behavior of these ei
genvalues is quite similar to that of a step function 
(see, for instance, Ref. 2); more precisely, the values 
of An for n sufficiently large are very near to zero. This 
means that the kernel of the integral equation (7) has a 
smoothing action and therefore arbitrarily small noise 
perturbations on the measurements of the image coeffi
cients can induce arbitrarily large effects in the recon
structed objectf(x). 

One is faced by a similar difficulty in the extrapola
tion of a given image piece beyond its borders. In fact, 
the experimental measurements of the image's coeffi
cients are possible only over the finite interval Ixl~~Xo; 
therefore if one wants to recreate the image over a 
larger domain then one must know the Fourier coeffi
cients of the following expansion: 

~ 

lex) ="£] n<Pn(X). (13) 
n=l 

[Let us remark that an approximation obtained truncat
ing the series (13) is itself band-limited, and therefore 
it must be preferred to an approximation, based on a 
Taylor series representation, which, of course, is not 
band-limited. 1 

Then the Fourier coefficients of the expansion (13) 

] n are related to the measurable terms]~ through the 
following equality: 

(14) 

where each eigenvalue An measures the relative amount 
of "energy" of functions <Pn(x) that is within interval 
Ixl~~Xo, Le., 

(15) 

Therefore, also in this case, a small error on the co
efficients]~ can induce large effects on the extrapolated 
image. 
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At this point it is necessary to distinguish between 
the ideal noiseless image distribution j (x), which con
tains all the information carried by the diffracted field, 
and the image distribution actually measured 11 (x). Then 
we write a first condition, which takes into account the 
noise of the measurements, i. e. , 

Ilj(x)-lz(x)1I 2 <E 
L (-X O/2,XO/2) ~ • 

(16) 

Of course this condition is not sufficient for the stability; 
we must introduce specific stabilizing constraints. 

Now in order to find the most suitable stabilizing con
ditions, it is convenient to discuss separately the prob
lems (a) and (b); i. e., the image extrapolation and the 
object-reconstruction problems. Let us start from the 
problem (a) (i. e., the image extrapolation). In this case 
we can use the following stabilizing constraint, which is 
very natural from the physical point of view: 

(17) 

In fact, in the Appendix, we shall prove that the bound 
(17) is sufficient for restoring the continuity to the an
alytic continuation of] (x) in any compact subdomain of 
the complex x plane. Then in Sec. III we shall find the 
approximations which are nearly-best-possible with re
spect to the conditions (16) and (17); as we shall see 
these numerical methods are largely based on the doubly 
orthogonality of the linear- prolate- spheroidal-functions. 

Of course the bound (17) is not sufficient in order to 
guarantee the stability in the object-reconstruction prob
lem [i. e., problem (b) J. 

In the latter case it is necessary to use a constraint 
like 

(18) 

where C is stronger than the identity operator; for in
stance C{ gives the first or the second derivative of 
/0 Unfortunately, the functions <Pn(x) are no longer 
orthogonal with respect to C, in the sense that 
(C<Pm C <Pm) (-Xo 12.X 0 /2 ) '" 0 for 11 '" m. Therefore, we cannot 
use a method of eigenfunction expansions (see Sec. III), 
for finding the nearly-best-possible approximations with 
respect to the constraints (16) and (18). Of course one 
can use a different procedure (see, for instance, the 
so-called least-squares method of Ref. 10); however, 
in any case, many appealing features of the eigenfunc
tion expansion methods (especially those concerning the 
physical interpretation) are probably lost. 

A second alternative is to use the natural constraint: 

(19) 

In this case, one can work with the method of eigenfunc
tion expansion and use the orthogonality of the linear
prolate- spheroidal-functions. However, one cannot pre
tend of reconstructing stably the function / itself [since 
the bound (19) is too weak in this sense], but only the 
average of / over the interval (x - 0, x + 0), where 0 is 
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a small number. 

As it appears from these considerations the object 
reconstruction is a quite involved problem, and there
fore in this paper we limit ourselves to discuss how to 
restore the stability in the problem (a) (i. e., the image
extrapolation) 0 Of course we hope to return on the ob
ject-reconstruction problem elsewhere. 

III. THE NEARLY-BEST-POSSIBLE APPROXIMATIONS 
FOR THE PROBLEM (a) 

Instead of dealing with the two constraints (16) and 
(17) separately, we combine them quadratically into a 
single constraint. In fact if] satisfies (16) and (17) then 
it also satisfies 

111(x) - Tz(x)lli2(-Xo/2,XO/2) + (E/E)211](x)IIE2(_~,+~) 

"" 2E2. (20) 

Conversely any] satisfying (20) satisfies also (16) and 
(17) except for a factor of at most -12. Therefore, as a 
first approximation, we shall look for that function which 
minimizes 

At this purpose we shall closely follow a method which 
was first proposed by Miller (see Ref. 10) and which is 
called in Ref. 10 "the least-squares Method 1". Then 
we expand ](x) and 7z (x) in terms of the linear-prolate
spheroidal functions i)!n(x) as follows: 

~ 

](x) = D1 n<Pn(x), (22) 
n=l 

(23) 
n=l 

Remark: Recall that the Fourier coefficients 7i n of 
the expansion (23) are related to the measurable terms 
,.i ~ through the following relationship: 

(24) 

where 11 ~ are the Fourier coefficients of the expansion 
of 11 (x) in terms of <Pn(x). 

Next, thanks to the expansion (22) and (23) and to the 
formula (8), we have 

( 

~ \ 1/2 

IIf(,)-ii(,)IIL 2(-X o/2,Xo/2)= E An11n-71nI2) (25) 

we obtain 

(26) 

Therefore, the expression (21) can be written as follows: 

(~Anl] n- II nI 2)+ (~)2 (~I] n1 2) (27) 

and we can conclude that the coefficients of the approxi
mation]a, which minimizes (27), are given by 

(28) 
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and, finally, 

Ja=0J~i/!n(X), (29) 
n=l 

With this method the instability in the image extrapola
tion is partially removed; nevertheless, this procedure 
does not give a criterion which indicates the value n 
where one can truncate the series: L ;;=lJ~i/!n(X), F or this 
reason we shall discuss a second approximation which 
will be quite useful in the numerical computations. With 
this in mind, and recalling the formulas (25) and (26) 
one can rewrite the conditions (26) and (17) as the 
square root of weighted quadratic sums: 

{E(~rl]n-hnI2r/2 ~ 1, (30) 

(31) 

Remembering that the eigenvalues An are decreasing 
and tend to zero as II - + <Xl, we can construct an approxi
mation as follows: the coefficients of the approximation 
will be lz n for all that components where the weight 
FA" /E is larger than liE, and vice versa they will be 
zero for all those components where the weight liE is 
larger than';>::;; /E. In other words, we write 

J'" = L ii nWn(x) = t (fA;; )-1 ii2i/!n(x) , 
11=1 n=1 

where Cl' is the largest integer such that 

An" (E/E)2. 

(32) 

(33) 

The procedure outlined above is the method which 
Millerll and Miller-Viano' call the" partial eigenfunction 
expansion Method 1". 

Formula (33) shows that if E - 0, then Cl' - 00. More
over it indicates that the information which one can ex
tract from the image's piece, contained in the interval 
(- txo, ~xo) is carried in a finite number of degrees of 
freedom. 

In this paper we have supposed that both the numbers 
E and E are known. However, it is possible to elaborate 
methods which require the knowledge of only one of 
these numbers (see Ref. 10), but for the sake of clear
ness we prefer to return on this point elsewhere (see 
also Sec. V below)' 

Next we shall prove that the approximation]'" is 
nearly-best-possible with respect to the conditions (16) 
and (17); more precisely we can show that 

(34) 

(35) 

First, we shall prove the inequality (34). Let us write 

'" 
Ill'" - hIIL2<-x o/2,XO/2) ~ II Li hnif!n(x)IIL2<-xo/2,XO/2) 

n=Q! +1 

'" '" 
~ II Li hni/!n(x) - Li ] ni/!n(x)II L2<_x o/2,XO/2) 

n=a +1 11=0: +1 

(36) 
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From (16) it follows 

'" '" 
II Li hni/!n(x) - .0 Jni/!n(x)IIL 2<-X o/2,XO/2) ~ E, 

n=a+l n=a +1 

(37) 

moreover, thanks to the formulas (17) and (33) we have 

II [; ]nif!n(x)II L2<-xo/2,Xo/2)= .0 AnlJnl 2 '" ('" ,1/2 

n=a +1 n=<l:! +1 

~~ L IJnl 2 ~ E ( 

~ ) 1/2 

E n=",+l 
(38) 

and therefore, from the formulas (37) and (38) the in
equality (34) follows. 

We can proceed in the same way, concerning the in
equality (35). In fact, we have 

'" '" 11]"'II L 2<_""+,,,)": lI.0iini/!n(x) - L] nJJn(x)IIL2<_""+,,,) 
"::1 n=1 

'" + IlL] ni/!n(x)II L 2<_""+,,,) (39) 
n=l 

then, thanks to inequality (17), we can write 

'" 
II.0Jnif!n(x)II L 2<_""+,,,) "" E; (40) 

n=l 

moreover, using (16) and (33), we obtain 

(41) 

and finally from (40) and (41) the inequality (35) follows. 
Thus we have proved that the method is nearly-best
possible, in the sense that it generates an approximation 
J'" which satisfies nearly the same constraints as the 
unknown] . 

Let us remark that analogous methods, which are 
largely based on the orthogonality of the linear-prolate
spheroidal-functions, can also work in the case of the 
object reconstruction problem if one uses the conditions 
(16) and (19). 

IV. THE PROBABI L1STIC APPROACH 

Before going to the probabilistic approach, we intro
duce a finite dimensional subspace of the infinite dimen
sional space of square- integrable function over the inter
val (- 00, +00). Let us denote with N the dimension of 
this subspace. 

Let us observe that the errors which we make re
placing the functions f (x) and ii (x) by their projections 
on this subspace can be neglected since these errors 
become negligibly small by making N sufficiently large. 
Therefore, in place of the expansions (22) and (23) we 
shall write 

N 

J(x) =.0 J nWn(x), (42) 
n=l 

N 

h(x) = B hnif!n(x) , (43) 
11=1 
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Now, coming to the probabilistic approach, it is obvious 
that the coefficients which enter in the formulas (42) 
and (43) must be regarded as random variables. (For 
this type of approach see also Ref. 7 and 12.) Further
more, let us assume that these random variables are 
Gaussian distributed. Then the stabilizing constraint 
(17) can be translated into probabilistic language, 
writing the following a priori probability density: 

P(t) =C1 exp (- 2~2E I] n1 2
) • (44) 

Analogously the following conditional-probability density 
of the vector ii for a given vector]: 

p(iil])=C2 exp (--;:;-:::]2
1 £; Anl]n- iinI 2

) 
E n=l 

(45) 

is the probabilistic analog of the condition (16). Then 
using the following Bayes formula13 

p!J I Ii) = P!J)P(h I])/{ P!J)P(h I]) d] (46) 

(47) 

Now we can find a mean value for any component of the 
random vector]; more precisely we have 

- J"' -i - - (VX;;)ii~ f-a V n> = j ~(f! h) df = (E/E)2 + ~ . n (48) 

which coincides exactly with the formula (28). 

Next we want to reconsider the second apprOXimation 
of Sec. III, from a probabilistic point of view. We can 
say that the probability density (47) is essentially the 
product of the probability densities (44) and (45). More
over for the first Q' components [a is the largest integer 
such that An / (E/E)2] the probability density (44) is more 
dispersed than the (45); vice versa for the components 
from Q' + 1 to N, the probability density (44) is more 
concentrated than the (45). This consideration suggests 
an approximation where the first Q! components are given 
by iin (Ii = 1, 2, ... , 0') and the components from 0' + 1 to 
N are given by the mean values corresponding to the 
normal probability density (44), i. e., zero. This ap
proximation can be written as follows: 

(49) 

and it coincides exactly with the approximation (32). 

V. CONCLUSION 

In this paper, we have proved that the extrapolation 
of an optical image's piece as well so the object-recon
struction problem are improperly posed in the sense of 
Hadamard. Therefore, it is necessary to introduce 
suitable stabilizing constraints in order to restore the 
stability to the problems connected with the extraction 
of information from an optical image. In this first paper, 
we have treated in detail the image's extrapolation, dis
cussing the nearly-best-possible approximations for this 
problem. For the sake of simplicity we have considered 
the one-dimensional case, but it is reasonable to con-
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jecture that the extension to the bidimensional case does 
not present serious difficulties. 

Of course, there remains much work to be done; here 
we limit ourselves to mention the most relevant questions 
on Which we hope to return: 

(a) to treat in detail the object-reconstruction problem, 
considering both the constraints (18) and (19); 

(b) to investigate the extraction of information suppos
ing that the object is noncoherently illuminated; 

(c) to consider the case when only one of the two num
bers (the error bound E and the constraint E) is known 
and to elaborate appropriate numerical methods (see 
Ref. 10); 

(d) to elaborate a quantitative and numerical analysis 
in order to see how poor the restored stability is in the 
various cases. 

APPENDIX 

In this Appendix, we want to find a stabilizing con
straint for the analytic continuation of band-limited 
functions. Let us denote by Wn the class of functions 
/(z) which admit a representation of the following form: 

f(z) O"f(,-.: + i'v) = (ffi tie exp(iuz) 'P(u) du, 

'17(11) E: L 2 (-r], 7]) (A1) 

We suppose that /(z) is approximately known (within a 
certain accuracy) on a finite interval of the real axis; 
then we analyze the continuity of the analytic continua
tion from this interval to any compact subset of the com
plex z plane, which shall be denoted hereafter by A. Now 
let us recall that A is an open set, union of a sequence 
{Aj~ (j = 0,1,2, ... ) of closed bounded subsets, such that 
Aj is contained in Aj+l and any compact subset of A lies 
in some A j • 14 

Moreover it is necessary to introduce suitable metrics 
for both the data space Y (a certain space of functions 
on the data set) and the solution space X (see Refs. 5 
and 15). Concerning the solution space, we define the 
distance between two functions / and p: in X, as follows 
(see Ref. 15): 

00. .( lif- <rll. \ 
d(f, ,fi) = d(t - {;, 0) = ~ 2-) 1- IIt~ ,:u.), 

J-tl _ t-> J 

(A2) 

where we denote by 1I/lIj the uniform norm of f on Aj . 

The distance (A2) satisfies the triangle inequality and 
the sequence 1m - / subuniformly in A (1. e., /m(z) -/(z) 
uniformly on each closed bounded subset of A) if and 
only if d(fm,.n - O. 

After these preliminaries let us recall the following' 
theorem: 

Theoyelll (see Ref. 16, p. 141): Let a be a continuous 
map on a compact topological space into a Hausdorff 
topological space; if a is 1 - 1, then its inverse map 
a-1 is continuous. 

From this theorem it follows that the compactness of 
the solution space is sufficient to guarantee the conti-
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nuity of a-I, since the uniqueness theorem of analytic 
continuation guarantees that a is 1 - 1. 

Now let us recall some inequalities which are satisfied 
by the functions which belong to the class Wn• The first 
is the following: 

If(z) I ";Cexp(1)lzl)· (A3) 

In fact, from (AI) it follows: 

(A4) 

Moreover, we can write 

f(z) = (ffi )-1 C exp(illx) exp(- u:v)q:>(u) du (A5) 
, -n 

and then, through the Schwarz inequality, we get 

I/(z) 1 ,,;(ffi )-1 cC 1 q:>(U) 12 dll)lIZ(J~ exp(- 2uy) dU)l /2 

= C1[ (exp(21)Y) - exp(- 21)y»)h]1 /2,,; C exp(1) I Y I). 

(A6) 

Let us denote by En the totality of those entire trans
cendental functions of exponential type whose exponent 
is not greater than 1) and which satisfy the inequality: 

sup U(x) I < <$j. (A7) 
_.:.o<x<-o 

We observe that all the functions in Wn belong also to 
En' Then we recall the following Bernstein theorem 
(for the proof of this theorem and of the inequalities 
with follow see Ref. 17, p.13S): 

Theorem (Bernstein): If the functionf(z) lies in En 
then f(z) satisfies the inequality 

sup It' (x) I ,,; 1) sup If(x) I· 
_oo<x<oo _OO(x(OO 

Then from (AS) it follows 

sup If{/? )(x) I,,; if sup I/(xl I , 
_oo<x<oc _oo<x<oo 

where k is any positive integer. 

(AS) 

(A9) 

Finally it is possible to prove, through the formulas 
(AS) and (A9), that the inequality 

it'(zll""C1)exp(1)lyl), z=x+iy (A1D) 

holds for all the functions which belong to En' 

Now, thanks to the inequalities (A3) and (A1D), it is 
possible to prove the following: suppose that all the 
functions which belong to the set Ie Wn are uniformly 
bounded on the real axis, then the functions in I are 
equicontinuous in every closed bounded point set of the 
complex plane A (see Ref. 17, p. 139). Hence every in
finite sequence of functions in I contains a partial se
quence which converges uniformly in every closed 
bounded subset of the complex plane A. This is sufficient 
for saying that the functions belonging to I form a nor
mal family of functions. Furthermore, the limit func
tions also belong to I, and therefore if the solution space 
is the space of functions belonging to I [with a metric 
given by the formula (A 2)], then this solution space is 
certainly compact. 

1165 J, Math, Phys., Vol. 17, No.7, July 1976 

Now a condition like that given by formula (A4), i. e., 

is not sufficient to guarantee the uniformly boundedness 
on the real axis. Therefore, we shall construct the set 
Ie Wn with those functions which, besides to belong to 
Wn satisfy the following inequality: 

J:~lf(x)12dx";K, (A12) 

where K is a prescribed constant, which does not de
pend on the particular function f. Analogous requirement 
is also necessary for the constant 1). The condition 
(A12) gives the stabiliZing constraint (14) for the image 
distributionl(x) if we put (K)1/2=E. Of course the re
quirement on the constant 1) must be translated into an 
analogous condition on fl. These conditions are quite 
natural and can be easily satisfied from the physical 
point of view. 
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Integration formula for Wigner 3-j coefficients 1r 
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An integration fonnula is given for Wigner 3-j coefficients having 72 different fonns associated directly 
with the symmetry properties of the Regge square. The integration fonnula pennits a direct derivation of 
the integral of a product of three rotation matrix elements. and is shown to include an integration fonnula 
for spin projection coefficients as a special case. 

1. INTRODUCTION 

There are several forms for the series which is used 
to define Wigner 3-j coeffiCients, but the series given 
by Racah,1 namely 

== (- )iCi2-m3[ (j1 - Jn1)! (j1 + Jn1)! (h - Jn2)! (j2 + Jn2)! 

x (h - 1I13)! (j3 +1I1 3)! (j1 +j2 - h)! (j1 - j2 +j3)! 

X(-j1+j2+h)!/(j1+j2+j3+ 1)!]112 

x:0 (_)t[(j 1- 1171 - t)! (h- j2 +1171 +t)! (j2 +Jn2 - t)! 
t 

X (j3 - j1- 1172 +t)!t! (j1 +jz - j3 - t)! ]-1, 

summed over all t giving nonnegative arguments for 
factorial expressions, is the most symmetric. The 3-j 
coefficient is defined for integer or half odd integer 
values of its parameters, and is defined to be zero un
less the nine expressions - j 1 + j2 + h, j1 - jz + h, j1 + j2 
-h, j1- nI l> j2- 117 2' j3- 1n3' j1+ ln 1' j2 + 1172' j3+ ln 3' 
are nonnegative integers, and unless Jn1 + Jn2 + nI3 is 
zero. Racah noted most of the symmetry properties (or 
equivalent expressions) of 3-j coefficients, but it 
wasn't until 1958 that Regge2 found two further sym
metries, and introduced the convention now known as 
the Regge square for 3-j coefficients: 

2. THEORY 

j2 - m2 
j2 +1112 

j3 - 1113 
13 + nI 3 

The series for the Wigner 3-j coefficient remains in
variant under cyclic permutations of rows or of columns 
of the Regge square and also under rotation of the Regge 
square about a diagonal. The series for the 3-j coeffi
cient is multiplied by (- )i1+i2+i3 under noncyclic permu
tations of rows or of columns of the Regge square. 
Hence there are 72 different forms or symmetries of 
the Regge square or 3-j coefficient having series which 
differ at most by sign. 

The purpose of this paper is to give an integration 
formula for the representation of Wigner 3-j coefficients 
which exhibits the various forms required by the Regge 
symmetries when the identities of Schende13 (associated 
with the symmetry properties of rotation matrix ele
ments) and the process of integration by parts are ap
plied. The integration formula includes as a special 
case the integration formula for spin projection coeffi
cients discussed in a series of papers by Percus and 
Rotenberg,4 Sasaki and Ohno, 5 Smith,6 Smith and 
Harris,7 and Mano. 8,9 The integration formula also al
lows a direct derivation of the integral of a product of 
three rotation matrix elements, and therefore of the 
Wigner- Eckart theorem. 
I 

h) 
In ' 3 

(1) 

in which the five indices of the integrand are sufficient to specify the appropriate Regge square, since the sums of 
rows or columns of a Regge square are all equal to it + jz + j3' Note that the degree of the polynomial in the integrand 
is also j1 + j2 + j3' Integrals of the same form as that on the left of Eq. (1) have been treated by Watson 10 and Bailey 11 

from the point of view of generalized hypergeometric functions 3F2(1). They derived "reduction" formulas for the 
integral, which, by virtue of Eq. (1), are equivalent to the well-known recurrence relations for Wigner 3-j 
coefficients. 

We use I to denote the integral, thus 

11 ( d )i1+J2-J3 
1== -1 (1l-1)j2~m2(11 +1)j2+m2 dll [(1l- 1)i1-m1(11 +1)J1+m1]dll, (2) 

and apply Leibnitz's theorem for the multiple differentiation of a product of two functions to the integrand, carry 
out the required differentiations, interchange the order of summation and integration of the finite number of terms 
in the series, and obtain 
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J- E 01- mt}t{i! + m l)!(jl +jz-ia)! 11 (jJ.. _1}J1+i2+"'a-'(jJ.. + l)is-ma+'djJ... 
- t (h+h-h-t)!t!(j3-j2+ml+t)!(jl-ml-t)! -1 

Applying the integral definition of the beta function, the integral can now be evaluated to give 

J-(_)ij+J2+"'3 211+i2+13+1 (jl-ml)!(jl+mj)!<il+jz-h)! ~ (-)t(jj+jz+m3- t )!(j3- m 3+ t )! 
- <il +h + js + 1)! t <il +j 2- j3- t)! (j1- m1- t)!t! <is - j2 +mj +t)! . 

(3) 

The series summed over t in Eq. (3) will now be converted to the symmetric series used to define the Wigner 
3-j coefficients. By comparing coefficients of x T on both sides of the identity (1 +xr'" = (1 +x)n(1 +x)"', we obtain the 
binomial sum theorem, 

(n+m)=~(n)( m ) 
r "u r- u ' 

and with the following substitutions: 

n=jl-mj-t, m=j2-m2' r=js+m3, n+m=jl+j2+ m a- t , 

the last relationship making use of the condition mj +m2 +ma =0, we obtain, after rearranging the factorial 
expressions 

(jj+h+ma- t)! _~ (h- m 2)!(ia+ m 3)! 
(jl+j2-is- t)!(jj-mj-t)! - u (jl-ml-t-u)!u!(h-ja+ml+u)!(j3+m3-u)!· 

Substitute Eq. (5) into the series of Eq. (3) to obtain 

I; (-)t(jl +h+ma-t)!(ja-ma+ t )! 
t 01 +j2- j3 - O! (j 1- ml- t)! (j3- j2 +ml +t)!t! 

(4) 

(5) 

(6) 

in which a factor (j 1 - jz + j3 - u)! has been introduced into the numerator and denominator of the expression on the 
right of Eq. (6). By equating coefficients of x on both sides of the identity (1 +xtn+m- 1= (1 +xtn-l(1 +x)'n, n +1 >m, 
we obtain the binomial sum theorem in the form 

(7) 

and with the following values for the parameters of Eq. (7): 

n=ja-ma, m=jl-j2+h-u, r=jl- ml-u, n-m+r=j2+ m 2' 

we are able to derive an expression for the series summed over t on the right of Eq. (6), 

E (-)t(it - ia +h-u)! <i3- ma +t)! _ (-)'1-"'1-" (jz +m2)! U3- ma)! 
t t!(jl-ml-t-u)!(is-h+ml+t)! - (j1-ml- u )!(h-jt- m 3+ u)!· 

(8) 

We now substitute Eqs. (6) and (8) into Eq. (3), replacing the sum over u by a sum over t where u =jl- ml - t, to 
obtain 

J = 2il+i2+J3+1 <il + h - is)! E (- )il +i2+m3+t (jl - m I)! (jj + mj) 1 (h - m2) 1 (j2 + m2)!(is - m 3) His + rn3) 1 
<ij +h +j3 + I)! <i j - rnj - t)! (j3 - j2 +mj +t)! <i2 +m2 - t)! (j3 - jj - rn2 +t)lt! <i j +j2 - is - t)1 

and hence it follows directly from the series used to define the Wigner 3-j coefficient, that the result of Eq. (1), 
an integration formula for Wigner 3-j coefficients, has been established. 

3. REGGE SYMMETRIES 

(9) 

Corresponding to the 72 Regge symmetries of the Wigner 3-j coefficients there are 72 corresponding integration 
formulas. To obtain these formulas, we note that Eq. (1), expressed as an integration formula for the Regge 
square corresponding to the 3-j coefficient, is 

-jl+j2+ja jl-j2+j3 jl+j2-is 
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There are further 71 Regge squares, whose series' expressions as given in Sec. 1 differ at most by sign. To each 
of these squares there corresponds an integration formula, but to give all 71 squares and the corresponding inte
gration formulas would be an extravagant waste of space. However, one Regge symmetry is used twice in the 
following sections, and it is appropriate to give it explicitly, 

j3- 111 3 jl+j2-h h+ 11I 3 

j2 - 1112 jl-jz+h jz+1II2 

jl- nZI -jl+jz+h jl +111 1 

=2-il-i2-i3-1[. (j3~/l13)!(jl~h~h)!(h+l.113)!.(jl+h+h+1)!. ]112 
(12- /1/2)! C7[-1II 1)! (.7[- Jz +h)! (-]1 +h +.13)! (.12 +11I2)! C7[ + JIll)! 

(- )il+i2+m3 11 -. . . . -( d )13+ 1113 . 
X -( -. --)-1 (fl- 1)11-12+13(fl + 1)"11+12+13 - [(fl - 1)12-m2(fl + 1)i1- 1I1 1] dfl. 

13 + 111 3 , -I dfl 

The Regge squares are equivalent, since the second is obtained from the first by interchanging columns 1 and 3, 
then rows 1 and 2, and finally rotating about the principal diagonal. We may now equate the corresponding integra
tion formulas to obtain 

(10) 

It is also possible to derive the rhs of Eq. (10) directly from its lhs by applications of the Schendel identities [Eqs. 
(A1)-(A3)], and integration by parts. Thus, use j =jl' M =j2 - h, 111 =- 1/11 in Eq. (A1), integrate by parts 
jl-j2+j3 times; usej=j3' M=jj-j2' 111=111 3 in Eq. (A3), and finally integrate by partsj3+m 3 times. 

4. SPIN PROJECTION COEFFICIENTS 

The spin projection coefficients (SPC) of Sasaki and Ohno5 and Smith" are defined by 

Ci(5,M,n)=(-)i(25+1)Ialxi(1-X)n-i+M2FI(5+1VI+1, -5+M; 1; x)dx, (11) 

which can be transformed into an integral of the form given in Eq. (1), and hence expressed as a 3-j coefficient. 
The hypergeometric function is dealt with by noting that 

(
d) S+M 

dx [x S+M(1_x)S-M]= (5 +1II)! 2F l(5+M+1, -5+1\11; 1; x), 

so that with the substitution x = (1- fl)/2, (1 - x) = (1 + fl)/2, the Eq. (11) defining the SPC becomes 

Ci (5,M,n)=2n!1i+l (:~~! Ll (fl-1)I(fl + l)n-j+M~~) S+M[(fl_ 1)s+M(fl + 1)S-M(fl + 1)S-M]dfl. (12) 

Hence, from the integration formula for 3-j coefficients, .it follows that the SPC is given by 

C.(5 M n)=(_)2s(25+1)·! (n_ j _M)!(n_ j +M)1)1I2( 5 (n+M)/2 
1 , , J \ (n-5)!(n+5+1)! -M -j+(n+M)/2 

The Regge square corresponding to the 3-j coefficient of Eqo (13) is 

n-5 5-1\1 5+111 

S+M ) n-j-M 

S-M n-j+M j 

(n-M)/2 ) 
j - (n-M)/2 . 

(13) 

and the Regge symmetry about the principal diagonal of the square implies that Cj (5,M,n)=C j (5,-M,n), a result 
which is obvious from the generalized hypergeometric series for SPC's given by Smith and Harris. 1 Another sym
metry property of SPC's is obtained by using Eq. (10) to give another form for the integral of Eq. (12) defining the 
SPC. The new integral also has the form of an SPC, and gives rise to the relationship 

(14) 

It should be noted that if the parameters of the SPC are such that any of the terms of the Regge square are zero, 
then the corresponding SPC is given by a single term. Note also that recurrence relations between contiguous SPC's 
may be obtained directly from the known recurrence relations between 3-j coefficients. 
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5. ROTATION MATRIX ELEMENTS 

Rotation matrix elements L)~",(a{3y) for the rotation of axes through Eulerian angles (a{3y) are given by Brink and 
Satchler12 as 

L)~m(a (3y) = exp[ - i(MCl' +my) )d~m({3), 

where reduced rotation matrix elements with J.L = cos{3 are defined by the Rodrigues' formula 

d i (J.L) = (-t-M (~ - M)! (~ + M)! ) 1/2 (1 + J.L)(M+m) 12(1 _ J.L)(M-m) 12 (~)i+M [(J.L _ 1)i+m(J.L + l)i-m). 
Mm 2J (J+M)! (J-m)!(J+m)! dJ.L 

The symmetry properties of the reduced rotation matrix elements, 

d~.m (J.L) = (- )M-m d!M.-m(/J) =d!m. -M(/J) = (- )M-m d~.M( J.L), 

follow directly from the Schendel identities, Eq. (Al)-(A3). From the integration formula, Eq. (1), and the 
Rodrigues' formula for reduced rotation matrix elements with appropriate parameters substituted, we obtain the 
following formula: 

(15) 

(16) 

Application of the orthogonality properties of rotation matrix elements and 3-j coefficients to Eq. (16) leads to two 
further formulas which need not be given explicitly here. 

The result for the integral of a product of three rotation matrix elements (including spherical harmonics and 
Legendre polynomials as special cases) is obtained so simply and directly by means of the integration formula for 
3-j coeffiCients, that it would seem to be appropriate to give the derivation here. The integral of a product of three 
rotation matrix elements over the ranges of the three Eulerian angles, when expressed in terms of the reduced 
rotation matrix elements, becomes 

(17) 

in which the orthogonality of the complex exponential factors from the rotation matrix elements requires that 
Ml +M2 +M3=O, and 1111 +m2 +m3=O. Substituting the Rodrigues' formula Eq. (15) for the reduced rotation matrix 
elements into Eq. (17) gives 

D= 2-i l-i 2-i3-1 (h -Mj)! (jl +M1)! (j2- M 2)! (h +M2)! (h- M 3)! (j3 +M3)!) 1/2 E 
(jl +M1)! (j2 +M2)! (j3 +M3)! (jl - n;)! (jl + ml)! (h - m2)! (j2 +m2)! (j3 - 111 3)! (j 3 + m3)! ' 

where the expreSSion E is given by 

E= 111 (d~t+Ml [(J.L - l)i1+m1(J.L + l)il-ml)(d~t+M2 [(J.L - 1)i2+m2(/J + l)irm2) (d~ya+M3[(J.L - l)i3+m3(J.L + l)i3-m3jd/J. 

After integrating by parts h +M3 times and applying Leibnitz's theorem on the multiple differentiation of the product 
of two functions, we obtain 

The undifferentiated factors in the integrand on the right of Eq. (18) are replaced, using 

when application of the identity, Eq. (AI), gives the integral for E in the form 

E = (_ )i3+M3 (1:0 (j3 + M 3\ (~1 + ~3 - M2 - r)! (~.)jl-j3+M2+r[ (J.1. _ l)i1-ml(J.L + l)il+mt] 
1-1 r r j(Jl-h+M2+r)! dJ.L 

(19) 

After integrating by parts j2 - M2 - r times, the integral is broken into a product of two distinct parts. One part, a 
series S, contains the parameters hj 2hM1M2M3 only, whilst the second part, an integral of the form given in Eq. 
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(1), contains jli2j3r11 (m21n 3' Thus the Wigner-Eckart theorem has been established directly from the Rodrigues 
formulas for the rotation matrix elements. We find that the integral E becomes 

E=S (1 (IJ _1)i2-m2(1J + l)i2 ... md_~)il+i2-jS[(p. _1)il-m1(p. + 1)j2 ... m2)dp. , 
J.1 \dJl 

where the series 5 is given by 

5 = (_)"i2 ... i 3-Ml .0 (_y (h +M3) (j1 + h - M2 - r)! (h +Mz +r)! 
t r Cil-h+Mz+r)!(h-Mz-r)! 

(20) 

(21) 

The series 5 can be expressed as an integral of the form given on the right of Eq. (10), corresponding to a Regge 
symmetry of the integration formula for 3-j coefficients given in Eq. (1). We commence by using the beta function 
integral to represent two of the factorials in 5 as an integral, thus 

(-nit + js - Mz - r)! (jz + Mz + r)! = (- )jl+i S-M2 (jl ;~~+jz~js~/)! Ll (Jl - 1)it+is-Mz-r(p. + 1)j2+MZ+r dlJ, 

and after the substitution the series 5 becomes 

x~ ~s ; MS)[(d~ Y (Jl - 1)iZ-MZ] [(d~y3+Ms-r (Jl + 1)il -M l ] dJl. 

Applying Leibnitz's theorem to the integrand we obtain 

5 = - I 2 3 3 JI + J z + 13 + . X (II _ 1)il-i2+i3(11 + 1)-i1+j2+i 3 _ 3[(11 _ 1 )i2-M2(1I + 1)jl-Ml] dll ( )j -j +Zj +m ( . . . 1)' II ( d )i3+M 

211+12+i3+1(j1 - M l )! (jz - M Z)! -1 '" '" dll I'" '" ,-, 

which is proportional to a 3-j coefficient by virtue of the Regge symmetry indicated in Eq. (10), and the integration 
formula of Eq. (1). It has therefore been shown directly that 

tIl i l iz i 3 d _(il iz is )(jl j2 j3). 
-1 MimI M2m2 M3 m3 P. - ml 1n2))/3 1'v11 M Z M3 

(22) 

APPENDIX: THE SCHENDEL IDENTITIES 

The following identities, Eqs. (A1)-(A3), first given by Schendel, 3 are readily established by means of 
Leibnitz's theorem for the multiple differentiation of a product of two functions: 

(j-M)! (1l-1)M-m(1l +1)M+m(d~r+·If[(p. _1)i+m(Jl +l)i-m] 

= (j + M)! (d~ YOM [(p. _ l)i-m(jJ. + I)j+ml 

= (j + m)! (Jl - l)M-m (d~ y-m[ (Jl - I)i-M (p. + I)Ml 

*Part of this work was carried out while the author was on 
sabbatical leave at the School of Mathematics, The Univer
sity, Newcastle upon Tyne, England, 

la. Racah, Phys, Rev. 62,438 (1942). 
2T. Regge, Nuovo Cimento 10, 544 (1958). 
3L. Schendel, Crelle's Journal 82, 158 (1877). 
4J • K. Percus and A. Rotenberg, J. Math. Phys. 3, 928 
(1962}. 

5F. Sasaki and K. Ohno, J. Math. Phys. 4, 1140 (1963). 
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6V.H. Smith, Jr., J. Chem. Phys. 41, 277 (1964). 
lV.H. Smith, Jr. and F.E. Harris, J. Math. Phys. 10, 
771 (1969). 

BK. Mano, J. Math. Phys. 12, 2361 (1971). 
9K. Mano, J. Chem. Phys. 52, 2785 (1970). 

(AI) 

(A2) 

(A3) 

lOa. N. Watson, Proc. Math. Assoc. Glasgow 2, 57 (1953). 
l1W. N. Bailey, Proc. Math. Assoc. Glasgow 2, 62 (1953). 
12n. M. Brink and G. R. Satchler, Angular Momentum 

(Clarendon, Oxford, 1968), 2nd ed. , p. 146. 
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Self-gravitating fluids with cylindrical symmetry 
Dipankar Ray 

Department of Physics. New York University. New York. New York 10003 
(Received 14 October 1975) 

In a recent paper [Po S. Lete1ier, J. Math. Phys. 16, 1488 (1975)], the problem of self-gravitating fluid with 
cylindrical symmetry with p = pc 2 has been reduced to a single equation. The present note solves the 
equation and also rectifies an oversight in the above-mentioned paper. 

1. INTRODUCTION 

In a recent paper, 1 it was found that Einstein's field 
equations for a self-gravitating perfect fluid with pres
sure p, equal to rest energy p and 4-velocity u,.. is equi
valent to the field equations 

2. NECESSARY CORRECTION 

Checking Leterlier's2 Eq. (9) and (10), i. e., 

/-1.11 - J.Loo + (3J.Ll - ~)/r- ~1 + AOO + 2(J.Lr - J.L~ + /J. OAO - J.L1 Al) 

== 0, 

Oa= (vi - g a,,..g" V) ,J') - g = 0, 
(1) J.L11-J.Loo+(J.L1 +~)/r+~1-Aoo+2(J..Lf-J.L~-J.LoAo+J..Ll~) 

== 0, (10)3 

one easily sees that (8) of the present note (which is 
when irrotationality is imposed, i. e., 

u = (J /( (J (J ,v )1 /2 
Po tp. ,v , (2) (l1b) of Letelier) should be replaced by 

where c = 1 and G = l/(BlT), 

P = p = a,va'v (3) 

T,..v= 2 a,,.. a,v-g,..va,za''''. (4) 

Letelier2 has tried to solve these equations for an 
axially symmetric metric 

ds 2 = exp[2(w - A) ](dt2 _ dr2) 

- exp(2/l)[r2 exp(- 2A) de2 + exp(2A) dz 2] (5) 

where w, A, and /J. are functions of rand t alone. 

According to Letelier, Eq. (5) reduces the field equa
tions for the above case to 

exp(2/l) = [F(t - r) + G(t + r) J/r, F, G arbitrary functions, 

(6) 

w = J l/[(l/r + 2/l1)2 - 4/l~] 

where 

x{[2/l o(f+ ~ + ar) - (l/r + 2J.L1)(CP + 2aoOj)] dt 

+ [2J.Lo(cp + 2aO( 1) - (l/r + 2J.L1)(f + a~ + an] dr}, 

/= J.Loo + J.Lll + J.L1/r + J.L~ + J.Lr + A~ + 2 J.L 0'\0 + 2/-1.1~' 

cP = J.Lo/r + 2J.LI O + 2/J.IJ.Lo + 2~AO + 2AoJ.Ll + 2~J.Lo, 

AOO- ~l +2J.LoAo- 2J.L1~ - ~/r=O, 

aoo - (Ju +2J.Lo(Jo- 2J.L1a1 - ~/r=O. 

° and 1 mean derivatives with respect to t and r 
respectively. 

(7) 

(8) 

(9) 

From (B) and (9) we note that A and a satisfy the same 
equation according to Letelier and so he says that if that 
equation can be solved, the field equations are solved 
for the caSe under consideration. 
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(B ') 
A thus does not satisfy the same differential equation 

as a. However, if we put 

v= A-~logr, 

then, 

vOO-v11 +2/J.ovo- 2J.L1 v1- v1/r =0, 

which is of the same form as (9). 

(10') 

(9') 

Thus it remains true that the solution of (9) leads to 
the solution of the Einstein equation for the case consi
dered by Letelier. 

3. SOLUTION 

Obviously, Eq. (9) can be rewritten as 

(reZl>ao)0 = (re2"'oi)1' 

Therefore there exists a function X such that 

rew ao = Xl' reZl> a1 = Xo 

or 

aa aX 
(F+G)-=--

au GU' 
(F + G) aa = ax 

av GV' 
where 

u=t-r, v=t+r, 

F=F(t-r)=F(u), G=G(t+r)=G(v). 

From (11) and (13), 

aa aX aa ax 
(F+G)aF=-aF' (F+C)aG=aG' 

(11) 

(12) 

(13) 

if F and G are not constants 
or 

a a aX ~ a a = _ aX 
~31=- 071' 071 a1;' (14) 

where 

~=F+G, 11=F-G, (15) 
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or from (14) 

(J ((Ja) (J ( (Ja) 31 ~31 = (JTJ ~ (JTJ 

or 

1 0 (oa) (J2a 
1TI ~TI =aij2' (16) 

Equation (16) has the following solution: 

a=6 (Ak exp(kTJ) + 13k exp(- kTJ»)[CkJo(k~) +DkNo(k~)] 
k 

+ L (A; cosk'TJ + B; sink' TJ)[ C;/o(k'~) + D;Ko(k'~)], (17) 
k' 

where A., Bk, Ck' Dk, A;, B:, C~, D;, Il, Il' are con
stant, J o and No are zeroth order Bessel functions of 
first and second kind respectively, and similarly 10 and 
Ko are two zeroth order modified Bessel functions. ~ 

and TJ are given by (15). 

4. CONCLUSION 

Proceeding with (9)', we similarly get by using (10): 

1172 J. Math. Phys., Vol. 17, No.7, July 1976 

A= ~ logr + L(AI exp(lTJ) + BI exp(- (1))[ CIJO(l~) + DINo(l~)] 
I 

+ iAA; cosZ'1) + R; sinZ' TJl[ C;/o(l'~) + D;Ko(l' 0], (18) 
I' 

where as before AI, RI , C I , D1 , A;, B;, C;, D;, Z, Z' 
are constants of integration and J o, No, 10, Ko are Bessel 
functions and modified Bessel functions as stated above. 

Equations (7), (17), and (18) thus provide a complete 
set of solutions of the Einstein equations for the case 
under consideration (provided F and G and hence ~ and 
1) are not constants). 

1R. Tabensky and A. H. Taub, Commun. Math. Phys. 29, 
61 (1973). 

2p. S. Letelier, J. Math. Phys. 16, 1488 (1975). 
3Equations (10) of the present note [which are Eqs. (9) and 
(10) of Letelierl also indicate that Letelier's Eq. (13), i. e. , 

/loo - /l11 - 2/l1/r + (/l~ - /lD ~ 0, (i) 

should be replaced by 

/loo - /t11 - 2/tj/r + 2(/t~ - /tI) ~ o. 
This, however; seems to be a mere printing error, since 
one can easily check that (ii) and not 0) is consistent with 
(6) of the present note which is (14) of Letelier. 

Dipankar Ray 

(ii) 
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V. C. Aguilera-Navarro 
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(Received 9 December 1975) 

In this paper, we present four distinct ways of obtaining the eigenvalues of invariants of unitary groups, in 
any irreducible representation. The invariants are defined according to a different contraction convention. 
Their eigenvalues can be given in terms of special partial hooks different from those found by other 
authors. 

I. INTRODUCTION 

The eigenvalues of invariants of unitary groups have 
recently been discussed in the literature. 1-7 In this 
article, we discuss a different set of invariants and 
present four distinct ways to obtain their eigenvalues in 
any irreducible representation (irrep). 

Usually, the invariants are defined by using "up
down" (Un) contractions of the generators indices, in 
a particular realization of the Lie algebra. Here, we 
shall make use of the "down-up" (nu) convention. 
There criteria are related to the way the indices of the 
generators are contracted to make up invariants and 
are discussed in Sec. II. 

Several authors l
-

7 have shown that the eigenvalues of 
the un invariants can be given in terms of quantities
special partial hooks-that depend on the partition 
characterizing the irrep considered and the dimension 
n of the space on which the group transformations 
operate. 

The nu criterion leads to similar results and the 
eigenvalues are given in terms of new quantities de
pending only on the irrep labelS. Oddly enough, no ex
plicit dependence on n appears. Those quantities are 
also special partial hooks. 

In the next section, we define the nu invariants, and 
in Sec. Ill, we give their eigenvalues in any irrep. 

Section IV contains a brief discussion of the repre
sentation of the eigenvalues in terms of power sums. 

II. THE DOWN-UP INVARIANTS 

The n2 generators A ~ of the unitary group U(n) can be 
realized in terms of creation 1'/ i and annihilation ~j 
operators (boson or fermion type) as 

t 

A{,=1'/;' 1/ =.6 1'/ls es
, i, j =1, 2, ... ,n, (2.1) 

S=1 

where t is the dimension of the spaces containing the 
vectors 1'/ i and ~j. 

The generators satisfy the commutation relations 

(2.2) 

We can form a k-ol'der invariant of U(n) by dOing the 
following contractions: 
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(2.3) 

where use is made of the usual convention of summing 
repeated indices over all their values. Let us refer to 
these invariants as nu invariants, and maintain the 
usual convention that C~n) =no 

There are at most n independent invariants of U(n). 8 

Here, we have choosen them as being c~n>, k 
= 1,2, ... ,n, while other authors have conSidered those 
defined by the up-down criterion, namely, 

(2.4) 

whose eigenvalues in any irrep of U(n) are given1
-

s in 
terms of the particular partial hooks 

(2.5) 

where h in is the ith component of the partition (h J 
'= (h 1n h2n ••• hnnJ characterizing the considered irrep of 
U(n). 

In this paper, the invariants (2.4) will be named 
un invariants. Indeed, the nu and un invariants are 
two components of the symmetrized invariant 

(2.6) 

i. e., (2.3) is the "first" term ariSing when p = e 
=identity, and (2.4) is the term corresponding to some 
other permutation. In this sum, P is an element of the 
symmetric group S(k) whose effect on c~n) is the corre
sponding permutation of the A's, in (2.3). 

No general formula for the eigenvalues of the sym
metrized invariant (2.6) have been obtained up to now. 
Some kind of fortuitousness led authors to consider the 
same component of s~n) defined by (2.4), namely, the 
un invariants. It seems that they were not aware of the 
existence of the nu invariants (2.3). The present 
authors have the feeling that the knowledge of the eigen
values of both classes of invariants will pave the way to 
get the eigenvalue of s~n). This operator is considered 
more convenient due to its contraction-convention-free 
character. What rests to do in that direction is to 
examine the individual properties of the other terms 
appearing in (2.4). 
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III. THE EIGENVALUES OF THE DU INVARIANTS 

Throughout this section, we shall apply extensively 
many of the ideas introduced in Refs. 1 and 3. 

To get the eigenvalues of the DU invariants defined 
in (2.3), we can avoid any explicit reference to the 
basis for the irrep considered by noting that they can be 
obtained by means of a constructive procedure using, 
alternative and conveniently, the follOwing relations: 

(3.1) 

Ck' )(h ll )=h:
" 

(3.2) 

Ckn
l(h ,n , h 2n ,··· ,hnn)=t e)h~~' 

where c~n)(h'n,h2n"" ,hnn) is the eigenvalue of the k
order DU invariant c!n) in the irrep [h 'n h2n ••• h nn ] of 

, U(n). 

The relations (3.1) and (3.2) are well known, while 
(3. 3) is a consequence of the result9 

Ckn\h 'n +"A,h 2n +"A, •• , ,hnn +,,-) 

=t(k),,-k-,c)n)(h,n ,h2n , ••• ,hnn ), (3.5) 
1=0 1 

when we replace hin +"A by hin, i= 1,2, ... , n, and take 
"A =hnn • 

The last relation is a trivial particular case of a 
general relation between DU invariants of unitary groups 
found by the present authors. 9,10 

Indeed, (3.2) is contained in (3.1). However, here we 
consider them separately for computational 
conveniences. 

Now, we shall present three closed formulas to get 
those eigenvalues. 

First of all, let us consider the integers q in defined 
by 

which are also partial hooks of the type Piland the 
function 

where 

m 1 = m ! (m - 1)! (m - 2)! ... 2! . 

(3.6) 

(3.7) 

(3.8) 

Since q in - q i, = Pin - P in' the function D (n) coincides 
with that of Ref. 3. When its arguments define a Young 
partition, D(' )(h) = dim(h) = dimension of the irrep[h 1 
of U(n). 11 In the follOwing, we shall need some proper
ties of that function which are similar to, but different 
from, those derived by Louck and Biedenharn. 3 The 
proofs follow from techniques very similar to the ones 
developed by those authors. The details are given in 
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Ref. 9 which also contains details and proofs of several 
other results mentioned and used here. 

The function D(n) defined in (3.7) satisfies the follow
ing relations: 

n 

X FJl (q, ,.1 - qn.l n.l), 

=...!,D(n)(h1 n+l, ..• , hi n+l + 1, ... , hn n+l) n. 
n 

(3.9a) 

X[1 + 1/(q I n+l - qn.' n.,) Jt!1 (q, n+l - qn.l n.l), i = 1, 2, ... , n, 

(3.9b) 

D(n)(h1n> ••• , hin + 1, ... , hnn) =D(n)(h) n.[1-1/(q,n - qin)), . I". 
(3.9c) 

D(n)(h+ "A) =D(n)(h1n + "-, h2n+A, • •• , hnn+"A)=D(n)(h). 

(3.9d) 

USing these properties, it can be shown9 that the rhs 
of 

Ct)(h1n , h2n , .•. , hnn ) = trl:nD(n)(h1" ••• , hin + 1, ... , hnn)/ 
i~l 

D(nl(h), k = 1, 2, ... , (3.10) 

satisfies the relations (3.1) to (3.4), so that, (3.10) is 
a closed formula to obtain the eigenvalues of the DU 
invariants (2.3). 

Another closed relation to get the eigenvalues of (2.3) 
is given by9 

k k-I 

Cinl (h1n, h2n , ••• , hnn) =1] (-I)'<p,(q) 6 (k-~-~+I)i3m(q), 
1=0 m=O 

k = 1, 2, ... , (3.11) 

where q stands for the ordered set (qln, q2n, •. " ,qnn) 
made up of the quantities qin defined in (3.6), and 

( ) _ '\" (_)m-a ad "'1( ) "'2( ) ... "'n() (3.12) 
13 m q = L.J 1 Ci 1 •• 'Ci 1 <PI q <P2 q <Pn q . 

all"i;oOCiI' 2" n' 

The prime in the sum symbol means that the Ci i are 
restricted to values such that Cil + 2 Ci2 + ••• + n Cin = m. 
In (3.12), <PI, <P2' ••• , <Pn are the elementary symmetric 
functions 

<Pl(X) =.0x; =Xl + x2 + ... +Xn, 

<P2(X) = 1] xiXi = X1X2 + XI X3 + ••. + -'i,-l Xn, 
• i <j 

(3.13) 

Formula (3.11) is similar to the corresponding one 
derived by Louck and Biedenharn3 for the UD invariant 
(2.4). We note that for the DU invariants (2.3), it was 
possible to factorize <PI' thus simplifying the calcula
tion of the eigenvalues. 

Finally, another closed representation for the eigen
values of Cin) can be obtained from a single matrix a, 
following an idea introduced by Perelomov and Popov, 1 

who also used the UD criterion. For the DU invariant 
(2. 3) let us consider the n x n matrix a 
= a{nl(h l ", h2n , ••• , hnn ) , whose elements are given by 

M.C.K. Aguilera-Navarro and V-C. Aguilera-Navarro 1174 



                                                                                                                                    

(3.14) 

where qln was defined in (3.6), and t is the triangular 
matrix 

{
I, if i > j, 

tjj = 0, otherwise. (3.15) 

In terms of the matrix a, we simply have that 

Ct)(h1n> hzn , ... , It nn ) =.t (d')ij, 
, ,1'=1 

(3.16) 

i. e., the eigenvalue of the k-order DU invariant (2.3) 
in the irrep[h1n hZn ' •• hnn ] of U(n) is given by the sum of 
all matrix elements of the power k of the matrix (3.14). 

To prove the last statement, we show9 that the rhs of 
(3.16) fulfills all the relations (3.1)-(3.4). 

A sketch of the proof follows. 

It is easy to see that the rows and columns of a 
satisfy the following relations: 

and 

n 

6aij=qjn+n-j, j=I,2, .•• ,n 
i·l 

n 

6ajj=hin> i=1,2, •.. ,n. 
j.l 

(3.17) 

(3.18) 

The relation (3. 1) follows immediately from (3. 17) or 
(3 0 18), while (3.2) follows from the definition (3.14), 
and it is not difficult to prove (3.3). What is not so sim
ple is to show that (3.4) is also verified. For this pur
pose, it is convenient to decompose a(n+l) as the sum of 
two matrices, band c, where b is the direct sum of the 
sub matrix a(n) with the 1 x 1 null matrix, i. e., 

(3. 19) 

and c is also an (n + 1) x (n + 1) matrix whose only non
zero row is the last one, namely, 

(

0 0··· 0 0 ) o 0··· 0 0 .. .. 
c= :: :: . 

o 0··· 0 0 
1 1··· 1 -n 

(3.20) 

We recall that, in the present case qn+l n+l = - no Such 
matrices have the following properties: 

bc=O, 

c1 = (_n)I-l c , 1= 1,2, 0 •• , 

I 

n 

6 [(a(n»)llmj °in, 
(cb1)iJ= m=l 

0, j=n+1, 

j"" n, 

(3. 21a) 

(3. 21b) 

(3. 21c) 

(3. 21d) 

which allows us to complete the proof that (3.16) gives 
the eigenvalue of the DU invariant of U(nL 

IV. THE POWER SUMS 

Let us define power sums Sk by 
n 

s,. =6 r/;n. 
i.l (4.1) 
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In terms of these sums, we can see that 

Ct)(h1n, •.. ,hnn)=(;)+Sl, (4.2a) 

c~n)(hln,. .. , hnn) =(~) + (n - 1) 51 + 52, (4. 2b) 

c~n)(hln" .. , hnn) = (:)+ (n; 1)51 + t(2n - 3)52 

+ t5i + 53, (4. 2c) 

Cln)(hln , ... , hnn) =(~)+(n; 1)51 + 5152 + t(n - 2)5i 

+ t(n - 2)2 52 + (n - 2)53 + 54, (4. 2d) 

etc. 

These expressions are as complicated as those obtained 
within the UD-criterion. The corresponding expressions 
found by Perelomov and Popov1 are affected by 
mistakes. The correct ones were found by Louck and 
Biedenharn. 3 There is no closed formula for the eigen
values in terms of those power sums and, in this sense, 
they do not constitute a convenient basis to express the 
eigenvalues of either c~n) or Ckn

). 

Comparing the expressions for the UD invariants 
obtained by Louck and Biedenharn3 with Eqs. (4. 2), we 
note a sporadic change of sign among the terms. How
ever, there is a deeper difference hidden by the notation 
involved. In their case, the power sums are defined in 
terms of powers of the quantities (2.5) instead of (3.6) 
as we did here, i. e., they define 

(4.3) 

The power sums 5k are related to the present ones 
through the expression 

- ~ (:k\ k-I 
5k = I~ z) (n-1) 51, (4.4) 

which can be obtained by noting that Pin = q in + n - 1. 

Finally, for the sake of completeness, we recall that 
the DU-invariants Ckn

) of SU(n) can be obtained from 
those of U(n) by means of the relationl 

(5(n) =~ (k\ (_ !!:.)k-I C(n) 
k ~ Z) n I, k=1,2, ... , (4. 5) 

where 

h = hln + h2n + ... + hn_lm (hnn = 0). 

The relation (4. 5) arises from the "traceless" con
dition imposed on the generators (2.1) in order to make 
them generators of SU(n). It is independent of the 
choice of the DU or UD contraction criterion. 
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An important class of transitive canonical realizations of connected Lie groups is studied by means of a 
general formalism. We give a simple method for the classification and the construction of these realizations. 

1. INTRODUCTION 

The theory we are going to describe in this paper is 
to answer the following question: Given a connected Lie 
group q, to what extent can one find all possible transi
tive canonical realizations of q? 

With a notable exception j the consistent theory of ca
nonical realizations of Lie groups has been largely ig
nored since the discovery of quantum mechanics. This 
is deplorable indeed. It is well-known2 that this theory 
provides a most natural framework for the characteri
zation of the elementary systems in classical mechan
ics. In this paper we intend to show that it is possible to 
complete this unfinished work and to put it in its proper 
perspective. 

Section 2 reviews the basic concepts of canonical 
transformations. In Sec. 3 we reduce the problem to the 
case of q simply connected. Sections 4 and 5 review the 
projective covering group and the co-adjoint action of a 
connected Lie group. Section 6 is devoted to the con
struction of a method of finding all the fundamental ca
nonical realizations of a connected Lie group. In Sec. 7 
we consider the application of the method to the Gallilei 
group. The physical interpretation of some of the math
ematical terms used here is given in the Appendix. 

2. SOME BASIC NOTIONS 

Let V and V' be symplectic manifolds, 3 with Poisson 
brackets {, }, and {, }, respectively. By a canonical 
map on V to V' we shall mean a C~ map T: V - V' such 
that: 

(1 ) 

If T is also a diffeomorphism3 of V onto V' we shall say 
that T is a canonical transformation. 

We shall deal throughout with connected Lie groups 
q. By a canonical realization (r, q, V) of such a group 
q on a symplectic manifold V we shall mean a C~ map 

qxv- V, (g,x)-r(g)x, 

which has the following properties: 

(i) r(gjgj)x =r(gj)r(g2)x, 

(ii) r(e)x=x, 

(2a) 

(2b) 

(iii) r(g) is a canonical transformation for all g in q. 

(2c) 

We shall say that (r, q, V) is transitive if "d x, y E V, 
:3gEq/r(g)x=y. 

Let (r i, q, V), i = 1, 2, be canonical realizations of q. 
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If a canonical transformation T of Vj onto V2 such that 

r 2(g)oT=T o rj(g), "d gEq (3) 

exits, the two realizations are said to be equivalent. 

Let G be the Lie algebra of q and (r, q, V) a canonical 
realization of q. Each A E G defines a contravariant 
vector field r(A) on V by 

(r(A)j)(x):; d~ !([exp(- fA)]x) I t=o' ! E C~(V). 
This vector field is locally Hamiltonian, 3,4 that is, for 
each Xo E V there is a neighborhood N of Xo and a E C~(N) 

such that 

(r(A)j} (x) = {a,j}(x) , "d ! E C~(N), "d x E N. 

A canonical realization (r, q, V) is said to be a 
Hamiltonian realization if 

"d A E G :3 a E C(V)/r(A)! = {a,j}, "d ! E C(V). (4) 

For each A E G the function a E C~(V) is unique up to ad
ditive constants. If B:; {A",: a=l, ..• ,n} is a basis of G 
with commutation relations 

then the associated functions {a", = a", (x): a = 1, ... ,n} 
verify3 

(5) 

(6) 

where the l1(A""A a) are constants that define an equiva
lence class of infinitesimal exponents of the Lie algebra 
G of q. 

If (r, q, V) is a transitive Hamiltonian realization such 
that the map A E G - a E C~(V) verifies the following 
property: 

a(x)=a(x'), "d AE G=>x=x', (7) 

we shall say that (r, q, V) is a fundamental canonical 
realization (f. c. r. ) of q. It is our main purpose to pre
sent a general method of finding all the f. c. r. of a con
nected Lie group q. The first step is to reduce the prob
lem to the case of connected and simply connected Lie 
groups. 

3. THE REDUCTION TO COVERING GROUP 

Let q be a cOl2nected Lie group with simply connected 
covering group q and covering homomorphism p. It is 
well-known5 that the kernel Kerp, is a discrete central 
subgroup of ;;;. 
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Lemma 1: Let (Y, g, V) be a f. c. r. of q such that 
Kerp acts trivially. Then the map: 

qxv- V, (g,x)-r(p-l(g»x (8) 

definesaf.c.r. (rop-l,q,V)ofq. 

Proof: The trivial action of Kerp makes sure that 
(r o p-l, q, V) verifies (2a) and (2b). On the other hand it 
is known5 that there exists a neighborhood U of the iden
tity element in q such that p-l is_ a diffeomorphism of U 
onto p-l(U), then (g,x) E UxV-r(p-l(g»XE V is a Coo 
map. 

For each go E e; the set goU is a neighborhood of go, 
and the map (g,X)EgoUXV-r(p-l(g»XE V is the com
position of the following Coo maps: 

goUXV- UXV- V- V, 

(g, x) - (gii1g, x) - r(giilg)x - r(g0)r(gii 1g)x, 

where r = r 0 p-l. Then (8) is a Coo map. Hence 
(r 0 p~l, q, V) is a transitive canoIlical realization of q. 
Let G, G_be the Lie algebras of q and q respectively; 
since p: q - q defines a Lie algebr~ isomorphism, 
(fop-I, fL, V) is a f. c. r. of q if (Y, q, V) is a f. c. r. of 
q. QED 

If (r, e;, V) is a f. c. r. of q it is easy to prove that the 
map 

qxv- V, (g,x)-r(p(g»x 
- -

defines a f. c. r. (r 0 p, q, V) of q such that Kerp acts 
trivially. Therefore the determination of the f. c. r. 9..f 
q is equivalent to the determination of the f. c. r. of q 
such that Kerp acts trivially. 

4. THE PROJECTIVE COVERING GROUP OF 
A CONNECTED LI E GROUP6 

Let q be a connected Lie group with Lie algebra G. 
Let H6(G, lR) be the second cohomology of G and lR rela
tive to the trivial action of G on lR, and let {111' ... ,11r} 
be a set of infinitesimal exponents of G such that the as
sociated cohomology classes are a basis of H6 (G, lR). 
We define on the linear space IRr EB G the following prod
uct law: 

[(° 11 ••• ,Or; A), (~1" •. '~r; A')] 

= (11I(A,A'), ... , 11r(A,A'); [A,A'J). 

With this law: G = IRr EB G is a Lie algebra. Let B 
= {Ii" : Cl = 1, ... , n} be a basis of G with commutation 
relations 

[A,,,Alll = 6 c~IlAv' 
v 

We shall denote Ml = (1,0, ... ,0;0), ... ,Mr A 
= (0, ... ,0,1; 0), and A", = (0, ... ,0; Aa). The set f3 
= {M;,A",: i=1, ... ,r; C{ =1, ... ,n} is a basis of G with 
commutation relations 

[A"" All] = 6 c~IIAv + 6111 (A"" AIl)M1 , 
v i (9) 

[A""Mi]=[Mi,M j ] =0. 

The map j: (01) ••• ,Or; A) E G - A EGis a homomor
phism of G onto G and its kernel K is the central Lie 
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subalgebra in G generated by the set {M,:i=1, ..• ,r}. 
Then we have the following exact sequence of Lie 
algebras: 

1 A J 
O-K-G-G-O, (10) 

where i: K - G is the inclusion map. This exact se
quence defines a central extension of G by K. 

If q and (j are the unique (up to isomorphism) connec
ted and simply connected Lie groups with Lie algebras 
G and G respectively, it is well-known that there exists 
a unique central extension of f) by R r , 

t A q ,..,. 
O-lRr_q-q-o, (11) 

such that the Lie algebras homorphism associated to ! 
ane! q are equal to i and j respe<;: tiv ely :.... Moreover q : q 
-q is II C'" homomorphism of q onto q with central ker
nel in q. A result due to Hochschild7 sho'Yf3 thAe exis
tence of a C'" section, i. e., a C'" map c:q - q such that 

q(c(g»=g, '(/ gEg. (12) 

A The group;; is the universal covering group of q, ~d 
q is called the projective covering [roup of q. If p: q 
-: r;i is the covering homorphism of q onto e;, we define 
q : e; - q by the composition 

(13) 

Evidently q is a C'" homomorphism of q onto e; and 
Kerq=q-l(Kerp). We shall say that q and q are the pro
jective covering homomorphisms of q onto g and e; 
respectively. 

5. THE CO-ADJOINT ACTION 

Let G* be the dual space of G. We define the co-ad
joint action of e; on G* by the formula 

(cadg(A*),B)=V1*,adg-l(B», gEe;, A*EG*, BEG. (14) 

This action is linear. Moreover, if (adg) is the asso
ciated matrix with adg (gEq) in a basis B={A,,: c; 

= 1, ... , n} of G and (cadg) is the corresponding matrix 
to cadg (g E q) in the dual basis B* ={A~: c; = 1, ... , n} 
of B (10 e., (A~,AIl) = 0"'11)' 

(cadg)",II=«adgt l )II,,' (15) 

The co-adjoint action of e; on G* is generated by a 
linear action of G on G* given by 

(cadA(B*),C)= (B*, [C,A]), A,CEG, B*EG*. (16) 

If {c~B : {l!, [3, v = 1, ... ,n} are the structure constants of 
G in the basis Band (cadA,,) is the associated matrix 
of cadA" (A", e B) in the dual basis B*, then 

(cadA")vll=ce,,,. (17) 

We denote by a = (ai' ••• ,an) e lRn the element L;"a",A~ 
e G*. Each A e G defines a contravariant vector field 
cad(A) on G* by 

(cad(A}f)(a) = d~ f([exp(- tcad(A)]a) I t.o' fe C"'(G*). 
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In particular, using the matrix expression (17) we find 

(cad(A",)j)(a) = 6 c~Bav ~ol • 
/l,v uaB 

(18) 

Let 0 be a orbit in G* under the co-adjoint action of 
q. It is well-known5 that 0 admits an unique structure 
of the C~ manifold such that the transitive action of q 
on 0 can be C~. With this structure 0 is a C~ sub
manifold of G*. Let n be an open set such that 0 c n. 
Given a function I: n -<r we shall denote by 1 its re
striction on O. 

Let 0 be a nontrivial orbit (dimO *" 0) in G* and 
{a",: a = 1, ... ,n} the coordinate functions on G* asso
ciated to the dual basis B*. We now summarize the 
main properties of 0 in the following theorem. 8,9,10 

Theorem 1: (i) The orbit 0 has a structure of a 
symplectic manifold. Ifh andf2 are C~ functions over 
an open set n c G* su~ that f5- n then 

{j- - } '" v ( 'til~) 1,12 = L.J C"'B aVoa oa ' 
a,B,v Q: 13 

(19) 

where {, } is the Poisson bracket of O. 

(ii) The co-adjoint action of q on 0 is a Hamiltonian 
realization of q. The associated action of the Lie alge
bra G on C (0) is given by 

(20) 

where a",(a = 1, ... , n) are the restrictions on 0 of the 
coordinate functions associated to the dual basis B*. 

Note that (cad, C;, 0) is a f. c. r. of q. 

6. THE CONSTRUCTION OF THE FUNDAMENTAL 
REALIZATIONS 

Let g be the covering group of q. \£e shall now de
scribe a process defining a f. c. r. of q. 

Let (cad,~q, 0) be the f. c. r. of the projective co~er
ing group q of q defined by a npntrivial orbit 0 in G* 
under the co-adjoiniaction of q. We may construct the 
following action of q on 0: 

g xO -0, (g, a) -cadq-lcg-)a, (21) 

'Yhere q_is the projective covering homomorphism of 
q onto C;. 

Lemma 2: Every f. c. r._ (cad, g,O) of q defines a 
f.c.r. (cad o q-l,g,O) ofq. 

Proof: Since Kerq is a central subgroup Qf g,~ r 
=0 cad 0 q-l is well defined. Moreover, if C : q - q is any 
C~ section, as in Eq. (12), r(g)=cadc(g). Hence (21) 
is a C~ map. It is now straightforward to show that 
(r,g,O) is a transitive Hamiltonian realization_of (j. 
On the other hand, it is easy to prove that (r,S, 0) 
verifies (7). Consequently (21) is a f. c. r. of q. QED 

Now, our aim will be to show that the f. c. r. of g de
licribed by (21) are (up to equivalence) all the f. c. r. of 
q . 

..Let (y, g, V) ~be a f. c. r. of g. We may define a f. c. r. 
( r 0 q, q, V) of q by 

qxv-v, (g,x)-r(q(g))x. (22) 
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If {a2 = a,,(x) : a = 1, ... ,n} are the generators of 
(r, g, V), there is a unique (up to equiv.@-lence) infinitesi
mal exponent 1) of the Lie algebra G of g such that 

(23) 

Given a maximal independent set of infinitesimal ex
ponents 1)1 (i = 1, •.. ,r) of G, we may pick out the func
tions a",(a = 1, ... ,n) such that there exits a linear com
bination 1) = 'Z/m/1}/. Then 

{a"" aB}v= 6 c~Bav + 61)I(A""AB)mi' (24) 
v 1 

Since Cr, g, V) is a f. c. r. of;;, the map 

x E: V - (al (x), ••. , an(x)) E: IRn 

is one to one and Coo over V. Hence the map 

XE: V - T(x) =0 6 miMt + 6 a", (x)A~ E: C*, (25) 
i " 

where {Mt, A~ : i = 1, ... ,r; a = 1, ... ,n} is the dual 
basis of G*, is also one to one and Coo over V. 

~ 

'the following propositions connect the f. c. r. (y, g, V) 
of g given by (22) with the co-adjoint action. 

Proposition 1: (cadg)oT=Tor(g),V gE:g. 

Proof: Since q is a connected Lie group, it is suffi
cient5 to prove 

;'(A",)(/o T) = (cad(A",)j) 0 T, 't/ IE: C~(C*). 

From (14), (15), and (24) we have 

~ ",of OT {} r(A",)(fo T) = L.J -~- a"" aB v 
B uaB 

= (cad(A",)j) ° T. QED 

From this, it follows that the image of V under T is 
an orbit 0 in C* under the co-adjoint action of q, and 
the map T is a diffeomorphism of V onto O. 

Proposition 2: T: V - 0 is a canonical transformation. 

Proof: Since 0 is a submanifold of C*, any Coo map
ping defined on 0 is, locally on 0, the restriction of a 
Coo mapping on C*. Then, we need only to prove the 
equality 

{foT, hoT}Y={f,h}o oT, 

where j and h are restrictions on 0 of any Coo functions 
f and h over any open set n such that Oc n. In this case 

From (24) and (25) follows the conclusion. QED 

An immediate consequence of Propositions 1 and 2 is 
that (roq, g, V) and (cad, g, T(V» are equivalent f. c. r. 
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of g. ~pplying now the construction (21) to 
(cad, g, T(V», it is easy to prove the following lemma. 

_ LfLmrna 3: Let Cr, f'Y) be a f. c. r. of g, then 
(r, g, V) and (cad 0 q- , g, Q) are equivalent, where 0 is 
the image of V under T (25). 

The following decisive theorem summarizes the con
tent of Lemmas 1, 2, and 3. 

Theorem 2: Let g be it connected Lie group with pro
jective cov~ring group g and projective covering homo
morphism q. Then, a nontrivial orbit 0 in G* under the 
co-adjoint action of g, such that kerq acts trivially, de
fines a f. c. r. of g given by 

gxo-o, (g,a)-cadq-l(g)a. (26) 

Moreover every f. c. r. of g is equivalent to one of this 
form. 

We can see that this theorem has many points of sim
ilarity with the well-known theorem on the projective 
irreducible representations of a connected Lie group. 6.11 

7. AN EXAMPLE: THE GAll LEI GROUP 

Let C; be the Galilei group. The projective group g of 
g is given6 by the elements 

(t,b,a,v,A), t,bEffi, a,vEffi3 , AESU(2), 

with the composition law 

(t l , bl , aI' vI,AI)(t2, b2> a2, v 2 ,A2) 

= (t l + t2 +lO 12, b1 + b2, a l + R (AI)a2 

+ b2v I, VI +R(AI)V2,A 1A 2), 

where lO1 2= ivib2 +VI .R(Aj)a2 and R(A) is the image of 
A E SU(2) on SO(3) under the covering homomorphism. 

Let 13 = {M, H, P, K, J} be the basis of g with the com
mutation relations 

[Jj,Kj]=EjiJ(k, [Ki,P j )=- 6d1'I, 

[Jj,Pj)=EjJ.Pk, [Ki,H)=-P j , (27) 

[Jj,JJ =EjJkJk' 

If (m, h, p, k, j) are the coordinates in the dual basis 
13* of a point a E G*, then the transformed point under 
the co-adjoint action of g is given by 

11/'=111, 

h' =h +1mv2 + (R(A)p) -v, 

p'=R(A)p+mv, (28) 

k' =R(A)k + bR(A)p + b11lv - ma, 

j' =R(A)j +vxR(A)k + aXR(A)p +maXv. 

We have three functionally independent invariant func
tions over G*, which may be chosen in the following 
way: 

In, u=2mJl- p2, s= 11IIi+kxpl. (29) 

There are two classes of orbits in G*: 

(A) 1Il '* ° 
In this case we may define the following 
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coordinates: 

q=- (l/rn)k, s=j-qXp. 

The action of q is given by 

q' =R(A)(q- (b/m)p) - bv + a, 

p'=R(A)P+111V, s'=R(A)s. 

(30) 

(31) 

The orbit of a point (qo, Po, so) is given by the manifold 
ffi6(q, p) X52(s), where 5 2(s) is the sphere I s I = I So I. One 
can check the following Poisson bracket relations: 

(B) m =0 

Now, we find four types: 

(B I ) p= ipi *0, v= ikXpi * ° 
In terms of the coordinates 

v = (1/p2)kp, W= kXp, 

the orbit of a point (ho, jo, 1'0' Po, wo) is given by: 

(32) 

(33) 

ffi5(h,j ,v)X{(p, w)/lpl = IPol, Iwl = IWol,pow=o}. 

(34) 

The transformation properties of I' and ware 

11' =11 + b, w' =R(A)w. (35) 

We can introduce 

A=(l/p)j'p, u=jXp. (36) 

The orbit of a point (ho, v o, Po, uo) is the manifold 

ffi2(h,V)X{(p,u)ilpl = IPol, P'u= a}. (37) 

The function A is invariant, Le., A'=A=±S (s :'0). 

(B3) I) = v = 0, r = I k I * ° 
If we define Z= j X k, the orbits are the manifolds 

{(k,z)ilkl=lkol, k.z=O}. (38) 

The functions h and ~ '" (l/r)j • k are invariants on these 
orbits. 

(B4) p=k=O 

Now the orbits are the spheres Ijl = Ijol =s. 

Finally, all realizations (cad, g, Q) of C; are labeled 
in the following form: 

I. [11l,U,s), 111,*0, s ~"O, 

II. [p, v), /) > 0, v > 0, 

Ill. [p, ±sJ, P > 0, s:.-, 0, 

IV. [h,r, ~), r>O, 

V. [h,s), s? 0. 

(39) 

The projective covering homomorphism q: C; - Cj is 
given by 

(t,b,a,v,A)~(b,a,v,R(A»). (40) 

Since kerq = { (t, 0, 0, 0, ± 1) : 1·-: lR} is a central subgroup 
in g, then it has a trivial co-adjoint action. Therefore, 
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from Theorem 2 we conclude that all the f. c. r. of the 
Galilei group are given by (39). 
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APPENDIX 

In this Appendix we shall show the physical signifi
cance of some of the mathematical terms used in this 
paper. 

In the Hamiltonian formulation of classical mechaniCS, 
the basic states of a physical system are points in a 
symplectic manifold called the "phase space" of the sys
tem. The natural automorphisms of this mathematical 
structure are the canonical transformations. Given an 
invariance group q, the action of q on the states of a 
classical system is determinated by a canonical realiza
tion of q on the phase space of the system. From the 
group theoretical point of view, the elementary objects 
are the transitive canonical realizations of q. We are 
interested in a special class of these elementary ob-
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jects, the fundamental canonical realizations (f. c. r.) 
of q. The states of an elementary system described by 
a f. c. r. are completely determined by the measurement 
of the observables described by the generators of the 
f.c.r. inEq. (7). 
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Mh order perturbation theory for hydrogen * 
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This paper presents a simple reformulation of second order perturbation theory for hydrogen. We calculate 
first the perturbed wavefunction and then the perturbed matrix element. This procedure is repeated to 
obtain the nth order matrix element in terms of n- 1 integrals. The parameters in the nth order matrix 
element are defined recursively. Schwinger's representation of the Coulomb Green's function follows 
immediately from our expression for the second order matrix element. 

I. INTRODUCTION 

The use of integral representations of the nonrelati
vistic Coulomb Green's function1 to calculate second
order matrix elementsZ has become a standard technique 
of obtaining information about the hydrogen atom in 
second-order perturbation theory. This paper presents 
a simple reformulation of these methods which avoids 
much of the mathematical complexity of past approaches 
and offers a way to extend these techniques to higher 
order perturbation theory. 

Previous methodsa evaluate the matrix directly em
ploying various representations of the Coulomb Green's 
function. In contrast we direct our attention to the evalu
ation of the perturbed wavefunction which we find by 
solving the corresponding inhomogeneous SchrOdinger 
equation directly. The perturbed wavefunction is found 
with a minimum of algebra; furthermore, it has a sim
ple form so that the integrals in the second-order matrix 
element are readily evaluated, In fact, the integrals 
over atomic coordinates needed to evaluate the second
order matrix elements are identical to those used to 
evaluate the first Born term. 

We seek a closed form expression for the quantity 
M(J.l1, Pt; J.lz, P2); 

= 6(u2 i exp(ip2 . r) In) (n I exp(iPt . r) i u1), 

[ -[en) +iE: 
where 

(1) 

ui =exp(- J.li r ). (2) 

The sum over n goes over all hydrogen wavefunctions, 
continuum states as well as bound states. (en) is the 
energy of the nth state of hydrogen. 

Complicated expressions can be created from M by 
parametric differentiation with respect to J.l1, J.l2, 
Ph, PlY, Ph, Pzx, P2Y, and P2/!' In this way linear combi
nations of partial derivatives of M can produce matrix 
elements of the type used in second-order perturbation 
theory for hydrogen and hydrogenlike ions. 

An example we explore is M(J.l1, Pt; J.lz, - P2) i IL1 =ILf"o 
which up to a factor of (27T)-3 is the Coulomb Green s 
function in momentum space. We obtain the same re
presentation which was first derived by Schwinger in 
a much different way. Further, we show that the tech
niques developed for the second-order perturbation 
problem are easily extended to higher order perturba
tion theory. 
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II. COMPUTATION 

To calculate M in Eq. (1), we first construct an inte
gral expression for the auxilia,ry function X(Pt, r) which 
is formally the perturbed part of the first-order wave
function3

; 

( r)=L;(rln) (nl exp(iPt·r)lut) 
XPt, n c-[(n)+iE: (3) 

The function X(Pt, r) is a solution of the inhomogeneous 
SchrOdinger equation 

(4) 

where H is the non relativistic Hamiltonian for hydrogen 
or a hydrogenlike ion of atomic number Z. Because the 
inhomogeneous term singles out direction P1 in space, 
we write the Hamiltonian in parabolic coordinates 
(~, 1), ¢) with z axis along Pl' The choice of this coordi
nate system removes the ¢ dependence from X(Pt, r), 
and Eq. (4) becomes 

( 1) ( 4 ) [ a ( ax) a (ax)] 2 Z e2 
-2m ~+1) a1 ~a1 +a1) 1)al1 - ~+l1X 

- ({ +iE:)x=- exp[tiP1(11-~) -tJ.ll(~ +11)]. (5) 

We define y= (ZeZ)m and X2= - 2m({ +iE:) and re
arrange factors; 

~ (~ax)+~ (11 ax)+ YX- txZ(~ + l1lx 
a~ a~ al1 al1 

=tm(~ + 11) exp[-1(J.l1 +iP1)~ +t(- J.ll +iP1)1)]. 

Equation (6) is solved in a series of three steps. 
First we define a new function X (a) by the equation 

X(a)=_ f dJ.lIX, 

(6) 

(7) 

which is easily inverted by differentiation to find X once 
X (a) is known. The differential equation for X (a) is ob
tained by integrating Eq. (6) over J.l1' We have 

~ (~ax(a) )+~ (11 aX (0») + YX (a) _lXZ(~ + l1)x(O) 
a~ a~ al1 al1 4 

=meXp[-HIl1 +iPl)~+H- III +iPl)l1]. (8) 

In the second step we remove the term involving X2( ~ + 11) 
on the left-hand side of Eq. (8) by the transformation 

(9) 

The branch of X = ±[ - 2m ({ + iE:) ]1 12 is chosen such that 
Re(X) >0. 

The corresponding equation for X(b) is 
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~a2X(b) +1)a2X(b) +(1- ;K)ax(b) + (1-1)X) aX(b) + (y_X)x(b) 
~ arr a~ (1) 

=mexp[-~(Ill +iPl)~+~(-lll +iPl)1)+~(~+1)] (10) 

which, upon dividing by X, becomes 

a2X(b) a2X(b) aX(b) 
(X~) a(X~)2 + (X1) a(X1)2 + [1- (X~)] a(X~) + [1 - (X1)] 

a (b) ( ) m x a(i1)+ ~-1 x(b)=xexp[a(XO+b(X1)], (11) 

where 

(12) 

and 

(13) 

In the final step we write the inhomogeneous term as 
a sum of Laguerre polynomials. Since these polynomials 
are eigenfunctions of the operator on the left- hand side 
of Eq. (11), the solution for X(b) is readily found as a 
sum over Laguerre polynomials. 

The inhomogeneous term is written in a double series 
using the generating function for Laguerre polynomials, 
i. e., 

exp[a(x~) + b(x1)] 

~, Sk ., t l 

= (1- s)~ k!Lk(X~)(1- t)~TfLI(X1), (14) 

where s=a/(a-1) and t=b/(b-1) with the condition 
I s I, I t I < 1. This condition on sand t may be met by 
restricting the parameters X, Ill' and Pi to be real posi
tive quantities. The final result for M may be analytical
ly continued to other regions of its parameters. 

Inserting Eq. (14) in Eq. (11), we obtain the final 
form for the inhomogeneous differential equation, 

a2X(b) a2X(b) aX(b) 
(XO a(X ~)2 + (X1) a (X1)2 + [1 - (X~)] a(x ~) 

+ [1- (X1)] ax(b) +(!.-1) X(b) 
a (X1) X 

m ., skt
' = X (1- s)(1- t) k~O k! l! Lk(X~)LI(X1)o (15) 

Comparison of the left-hand side of Eq. (14) with the 
defining equation for Laguerre polynomials, Eq. (16), 

vL:(v)+(I- v)L;(v)+qL.(v)=O, (16) 

shows that the solution of Eq. (14) is given by the in
finite series 

We sum the series employing the integral relation 

1 i exp(i7TT). (d "'+k+1 

k + l - T + 1 2 Sin7TT J c PP , 
(18) 

where T = Y /X. The contour C begins at P = 1 + Oi where 
the phase is zero and terminates at 1- Oi after encir
cling the origin within the unit circle. The condition 
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that C stays inside the unit circle is needed for the se
ries in Eq. (19) to converge. 

Substituting Eq. (18) into Eq. (17) gives the follow
ing form for X(b): 

(b) = _ m (1 _ s)(1 _ t) (i eX~(i7TT») 
X X 2 sm7TT 

x r dpp-4" t (Sp~k(:p)1 Lk(X~)LI(X1). (19) 
Jc k~~ k.l. 

The double series in Eq. (19) is summed using Eq. (14). 
We find 

(b) = _ m (1 _ s)(1 _ t)(i eXP(i7TT») r dp p-4" 
X X 2 sin7TT Jc (1- ps)(1- pt) 

xexp [(p:~ 1)(X~) + (p:~ 1) (X1)] • (20) 

Substituting Eq. (7) and Eq. (9) in Eq. (20), we obtain 
a closed form expression for X(Pt, r), i. e., 

( ) =!!!._a_ i exp(i7TT) 1 d ..., (1- s)(l- t) 
xPt,r X a III 2sin7TT c pp (1-ps)(1-pt) 

x exp [(s~~ 1 - ~ )(X~) +C;~ 1 -~) (X1)]. 

(21) 

Recalling our choice of Pl to be the z direction of our 
coordinate system, we perform a few algebraic mani
pulations to rewrite Eq. (21) in a form independent of 
the coordinate system, i. e. , 

( ) -4 X a (i eXP(i7TT)) r d p-4" 
X Pt, r - m ai7; 2 sin7TT J

c 
p (FlP2 + 2El P + D1) 

where 

DI = (X + 1l1)2 + P1 2
, 

E 1 =X2_ 1l /_PI2, 

FI =(X _ 1l1)2 +PI2. 

(22) 

(23) 

x(Pt, r) given in Eq. (22) is the auxiliary function we 
sought to evaluate M(JJ. l , Pt; 1l2' P2) in Eq. (1), Note that 

M(lll, Pt; 1l2' P2) 

=(u2(r) I exp(ip2' r) I X(Pt, r). (24) 

The rest of the calculation of M(1l1, Pt; 1l2. P2) is quite 
straightforward since the r dependence in X(Pt, r) is con
tained in the exponential term alone and D1, E l , and F1 
are independent of r, i. e. , 

4 a a (i eXP(i7TT») 
M(JJ.1, Pt; 1l2' P2) = - 2 7TXm-a --a - -::2~''-'---'-

JJ.l JJ.2 sm7TT 

(25) 

The small amount of algebra involved in going from 
Eq. (1) to Eq. (25) suggests that this approach is a more 
natural way of obtaining the result than the previous 
method. Gavrila and Costescu derive an expression equi
valent to Eq. (25) starting from Schwinger's represen
tation for the Coulomb Green's function. In the process 

E.J. Kelsey and J. Macek 1183 



                                                                                                                                    

they twice use the most general form of the three de
nominator integrals given by Lewis. 4 The transforma
tions needed to employ these integrals are quite 
cumbersome. In contrast, the approach of this paper 
avoids complicated integrals and transformations, and 
the starting point is Schrooinger's equation, not the 
Coulomb Green's function. 

III. APPLICATIONS 

A. Coulomb Green's function 

Gavrila has pointed out that the integrals over p in 
M and all possible parametric derivatives of M are in
tegral representations of Appell hypergeometric func
tions. It is also true that M and its derivatives may be 
expressed in Gaussian hypergeometric functions. As a 
result any second-order matrix element of hydrogen 
may be expressed in terms of hypergeometric functions. 

A straightforward application of Eq. (25) is the construction of the Coulomb-Green's function in momentum space, 
G(Pt, pz; XZ). This Green's function relates to our matrix element M according to 

1 
G(Pl, pz; XZ) = (27T)3 M«(.1.1' Pl.; (.1.2;- PZ)!"1-"2-0, (26) 

where ~ = - 2m(c + iE) 0 

To obtain a simple form for G(Pl., P2; X2) we need the derivative with respect to (.1.1 and (.1.2 evaluated at (.1.1 = (.1.z = 0 
of the denominator inside the contour integral in Eq. (25), i. e., 

O~l O~2 [D1Dz - 2(E1 E2 + 4~Pt . P2)X2)p + F1F2P~I"1~" 2- 0 =:; d~ [C ~ P) [X2(Pt - PZ)2 + (Pf + X:)(P~ + Xil)«l_ p)2/4p) ]2]' 

(27) 
SubStituting Eq. (27) into Eq. (25), and the result into Eq. (26) gives the Coulomb-Green's function in the form 

first obtained by Schwinger, 

(28) 

B. Application to higher order perturbation theory 

In Sec. II we computed the auxiliary function X(Pt, r) which when multiplied by (21TtS
/

2 with (.1.1 set equal to zero, 
is the mixed representation of the Coulomb Green's function. The surprising result, Eq. (22) shows us that X(Pt, r) 
may be written as a single contour integral over a simple exponential function similar to the one which we started 
with as the inhomogeneous term in Eq. (4), This good fortune allows us to repeat the whole procedure to obtain 
matrix elements in higher order perturbation theory. For such a third-order matrix element we would require one 
more contour integral. In general, the nth order pertUrbation matrix element requires n - 1 contour integrals. 

We extend our notation to write down the master integral Mn for nth order perturbation theory. Expressions for 
nth order perturbation theory may be written as linear combinations of parametric derivatives of Mm i. e. , 

Mn= L (un!exp(ipn·r) Un_1)0n_1Iexp(ipn_l' r ) un_1 I)n-2)0n-2 1 x ..• xuzIj1)01Iexp(iPt·r)lu1)· 
il .. •j n-l Cn_l-C(jn_l)+iE Cn_2-CVn_z)+iE CI-C(1)+iE 

We rewrite Mn in the following form; 

M n = (un I exp(iPn . r) I Xn_l)' 

As in second-order pertUrbation theory the auxiliary function Xn-l is computed first: 

where 

, X I _1(F:_1pLl- D~_l) + (.1. , 
III = - (F;_lPL + 2E;_IPI_l + D;.I) I, Pi 

D;=(XI+Il;)Z+P;Z, E;=XI
2 -Jl?-P;Z, F;=(Xj -Jl;)2+ p;Z, 

for i* 1, and 

11;==/11, pt==Pt, D;==Dt, E;==Eb F;:=:Fl. 

The branch of X;=±[- 2m(Ci +iE)]1/Z is chosen such that Re(X j ):> O. 
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(30) 

(32) 

(33) 
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Finally, using the notation in Eq. (32) we write out a general expression for M". 

M - 4"( )"-1 II X l exp Z1T7j d ~r-r.P-,::I:-::::cr---:-c;::r.: 
(

"-1 a (. (. »)1 "'"I ) a 1 
"- - m 11 1=1 i ~ 2 sin1T7 i c PI (F;p/ + 2E;PI + D;) a iJ." (p~2 + iJ.~2) • 

(34) 

* Supported in part by the National Science Foundation under 
Grant No. NSF MPS75-07805. 
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Lamb shift, Schwinger uses a similar approach to the one 
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ments in second order for free particle scattering in inter
mediate states. He expands the nonrelativistic Lamb shift 
propagator for hydrogen in a Born series of free particle 
scatterings of the Coulomb field and evaluates the second 
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(Addison-Wesley, Reading, Mass., 1973), Vol. II, p. 166. 
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Propagation through an anisotropic random medium. An 
integro-differential formulation 

M. J. Beran* and J. J. McCoyt 

Naval Research Laboratory, Washington, D.C. 20375 
(Receiced 14 January 1976) 

In a previous paper [J. Math. Phys. 15, 1901 (1975)] we derived an equation governing the mutual 
coherence function, ! t J, of an initial plane wave signal propagating in an anisotropic random medium. 
In Eq. (49) of that paper we made a strong narrow-angle approximation which allowed us to derive an 
ordinary differential equation for ! t J. Here we derive an integro-differential equation for ! t J in 
which this approximation is not made. We show that for the horizontal scattering cases considered in the 
previous paper the approximation is valid. The vertical spectrum, however, is changed somewhat. 

1. INTRODUCTION 

In a previous paperl we derived an equation governing 
the propagation of the mutual coherence function, 
{r(X12' Y12, z)}, of a plane wave in an anisotropic medium. 
In the interests of brevity we refer the reader to this 
paper for a full discussion of the problem and the rele
vant definitions. 

We found that {r(X12' Y12' z)} satisfied the equation 

d{r(X12,Y12,Z)} =_ {rex Y z)}u (0 0) dz 12, 12, 2, 

+ {r(X12' 0, z)}u2(X12, Y12)' (1) 

Here {r(X12' Y12' z)}= {P(X1' Yl, z) p* (X2, Y2, z)} and 

ii'(X'''Y'')~(~ t ~' t 
(kYi2 1T) U2(X12, sz) c:S\2sz -4 (7?sz)172 dsz, 

U2(X12,Sz) = 1 U(X12,Sy,sz)ds y, (2) 

where u(X12, Sy, s z) is the correlation function associated 
with the fluctuations in the random medium. 

In the course of deriving Eq. (1) we made an approxi
mation in Eq. (49) of that paper. This approximation 
made it possible to derive Eq. (1) as an ordinary dif
ferential equation. Here we should like to return to 
Eq. (49) and derive an equation for {r} which does not 
require this approximation. The new equation for {t} 
will be an integro-differential equation, Eq. (21). Sub
sequent to deriving this equation we shall discuss the 
approximation which led to Eq. (1) and show that it was 
appropriate for the horizontal scattering problems con
sidered in Sec. 4 of that paper. The vertical spectrum, 
however, is changed somewhat. 

2. CONSIDERATION OF EO. (49) IN REF. 1 

The mutual coherence of the scattered radiation in 
the interval (jc,.z, (j + 1) c,.z) is given in Eq. (49) in Ref. 
1 by the following expression: 

~ (2) 1/2 k31Z!."' r . (ky2 1T)J {r S (X12'Y12,Z)}= IT '8 0 _00 expr 1 ~-4 

(3) 
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(the plus sign corresponds to s z > ° and the minus sign 
to sz< 0). 

{tjAAX12 , 0, sz,Pz)} is the coherence function in the 
interval (jc,.z, (j + 1) c,.z) assuming that there is no scat
tering in this interval. Because of spatial homogeneity 
{i\ Az(X12' 0, sz,Pz)} is independent of PZ' {rjAz(X12, 0, 0, OJ} 
is the mutual coherence function on the plane z = jc,.z. 

In terms of the field jJ(x) we have 

{r jAz(X12, 0, S z, pz)}= {jJ(Xl' Yl' zt} p* (X2, Y2, zD), (4) 

where 

X12=X2-Xl, Yl=Y2' sz=z~-zl' Pz=z~. (5) 

The independent variable pz should not be confused 
with the pressure field p(x). In the expression for 
{t s (X12 , Y12, z)} we have zl = z2 = z. 

To obtain Eq, (1), the approximation was made that 

exp(iks z) {rjAz(X12, 0, sz,Pz)}'" {tj AAx12 , 0, 0, o)}. (6) 

To explore the nature of this approximation, we use 
the fact that {r jAZ(X12'Y12'Sz,Pz)} is a solution of the 
wave equation, with no scattering, in the interval 
(jc,.z, (j + 1) c,.z) and can be expressed as a combination 
of plane waves, We have 

exp(iks z) {rjAAx12, 0, sz,Pz)} 

= 1.: f {rjAz (k1, k2' O,Pz)} 

x exp(iksz - ik1x12 - ik2Y12 - ikzsz) dkl dk2, (7) 

where P. = ki + k~ + k!. The third argument in f JAz re~ers 
to the condition that the function may be found from r iAZ 

on the plane sz= 0. The left-hand side of Eq, (6) is 
obtained from Eq. (7) by setting Y 12 = 0. Further, as 
stated above, {r jAAxl2 , O,sz,Pz)} is independent of pz 
when the solution depends only on x12 and Yl2> L e., the 
solution is spatially homogeneous in the Xl' Yl plane. 
For convenience we shall subsequently drop the pz index. 

The projected angles between the plane wave direc
tions and the principal propagation direction (i. e., the 
z axis) are given by k/k and k2/Ji. For a narrow angle 
spectrum, (ki + kn/Ji2 «1, and we may expand k z as 
follows: 

kz'" Ji - M (ki + k~)/k]. (8) 
We find then 

exp(iks z ) {I'jAZ(X12, 0, sz)} 
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= [<X> f exp [- ik1X12 + i ~~(ki +~) ] 
x {i\ d,,(k1, k2' Ondk1 dk2• (9) 

The spread of the plane wave spectrum is caused in our 
problem by scattering. U sing a single scatter calcula
tion, we showed1 that 

k/k1 '" o (1!kl,) , 

k2/Ti'" O(I/(klYI2). 

From Eq. (10) we conclude that if 

kl xM/Ji21;m« 1 

as we have assumed in that paper, then 

exp{is zki/2k) '" 1 

and 

exp{iks z) {rjdz(X12' 0, sz)} 

= i: exp{isz kV27i){r jdz{X12, k2' Ondk2 

where 

(10) 

(11) 

(12) 

( 13) 

(14) 

{rjdz(X12' k2' O)}=.f-: exp(- iklx12){rjdz(kl' k2' Ondk1• (15) 

In Ref. 1 the assumption was also made (without ade
quate justification) that 

(s . .l27i) k~« 1. (16) 

From Eq. (11) we see that this is not true in general, 
aQd thus it is desirable to have an equation governing 
{rjdz(X12, Y12' z)} that does not assume Eq. (16) is valid. 
We shall next derive such an equation in Sec. 3. We 
shall, however, show in Sec. 4 that, for the case of 
horizontal scattering treated in Ref. 1, Eq. (1) is 
nevertheless a valid approximation and the exp(isz kV27i) 
term may be set equal to unity in Eq. (14). The verti
cal scattering results will be seen to be somewhat 
different. 

3. DERIVATION OF IN INTEGRa-DIFFERENTIAL 
EQUATION FOR r(X12' Y12, z) 

From Eq. (14) we may write, using the inverse 
transform relation for {rjdz(X12, kz, On, 
exp(iks z) {r j dAX12, 0, S z)} 

= 2~ /.,<X> f exp (i;t~ +ik2Yb) 

x {fj dz(x12, Y12, 0)}dk2 dyfz. (17) 

Substituting Eq. (17) into Eq. (3) yields then (inte
grating over pz) 

{r s (X12 , Y12, z)} 

=(~) 1/2 ~ Z' f.~ f J dS zdk2 dY12 
rr 16rr _~ 

x {exp [±i(;rl:1 -~)J exp(i;7ik~ +ik2Y12)} 

aZ(X12,SZ){r ( ')} 
x (k I szl )172 jdZ X12' Y1Z, 0 , (18) 

where 
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z'=z - jAz. 

If we now interchange orders of integration and define 

a3(X12, Y12' k2) 

=(~)1/2 7i31~ (kYh _ ~ Szk~)' a2(x12, s~) d 
- rr 8rr 0 cos 2s z 4 + 2k (Ti/sz)172 sz, 

we have 

{r S(x12, Y12, z)}= z' i: J (73(X12, Y12, k2) exp(ik2 yiz) 

x {r jdZ<X12' yiz, z' = 0) }dk2 dy12. 

In {r jdz(X12 , yiz, Z' = D)} we have dropped the sz= 0 

(19) 

(20) 

index and reintroduced an index to denote that this func
tion is evaluated on the plane z' = 0 (z = jAz). 

With Eq. (20) replacing Eq. (50) of Ref. 1, the theory 
development proceeds as contained therein by taking 
account of the energy conserving terms. The result is 
that Eq. (1) must be replaced by the integro-differential 
equation 

d A 

dz {r(X12,Y12,Z)} 

= - [~ f a3(0, 0, k2) exp[ik2(yiz - Y12)] 

X {f(X12, yiz, z)}dk2 dY12 + i~ f (73{x12, Y12, k2) 

x exp(ik2 yiz) {f(x12' y{z, z)}dk2 dY12' 

If the expression s zkV2k, may be approximated by 
zero, Eq. (21) reduces to Eq. (1). 

(21) 

The solution of Eq. (21) may in principle be obtained 
by fixing X12 in this equation and solving the integro
differential equation in the independent variables Y12 
and z. In terms of the Y12 spatial transform 

{r(X12, kL z)}= 2~ i~ exp(iY12 k2J{r(X12, Y12' z)}dY12 

this equation assumes the simpler form 

d -
dz {r(X12' kf, z)} 

= - 21Ta3(0, 0, k2J{r{X12' kf, z)} 

+ 21T i~ (]3(X12' kf, k2){r{X12' k2' z)}dk2, 

where a3 is the Y12 spatial transform of a3• 

(22) 

(23) 

In the next section we shall point out that as z - 00 

(suitably nondimensionalized) we expect {r(O, Y12, z)} to 
approach an asymptotic form independent of z. In this 
case {r(O, Y12, oo)} would satisfy the equation 

{reO k' oo)} 1~ (0'3(0, kf, k2») {- )} ) 
, '2' = _~ a

3
(0, 0, k2l reo, h2' 00 dk2• (24 

In the approximation where (73(X1Z, Y12, k2) is indepen
dent of kz we found the simple result 

{reO, kf, oo)} = 0'3(0, kf) j la3 (0, 0). (25) 

Here, however, we must solve the integral equation, 
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Eq. (24), to determine the correct vertical scattering 
in the multiple scatter region. 

4. APPROXIMATION OF EO. (21) BY EO. (1) WHEN 
Y12 '" 0 (THE CASE OF HORIZONTAL SCATTERING) 

A. Asymptotic form for rIo, y 12, z) 

In order to consider the validity of replacing Eq. (21) 
by Eq. (1) when Y12 =' 0 we return to some results we 
obtained by perturbation theory in Ref. 1. We found that 
if a plane wave in the z direction is scattered by an 
anisotropic random medium in which lily ~ 0(1) and Tilx 
= kZ.» 1, then the characteristic angular spread of the 
scattered radiation in the y direction, By, is of order 
1/(lil)1/2. Using this same type of analysis, McCoy2 
points out that if a plane wave is travelling at an angle 
8y[ to the z axis, where By[ is of order 1/(Tizz)1/2 then 
the scattering about 8y[, l:l.B y[, is again of order 
1(kZY/2. If, however, By[ is of the order a/(Til z )I12, 
where 0'» 1, then l:l.By[ is of order (1/0')[1/(fl z )1/2], 
that is, l:l.B y [/8 y[« 1. 

On the basis of this type of analysis we infer that in 
the multiple scatter region the angular distribution in 
the y direction reaches an asymptotic form of order 
{3/(Til z )1/2, where (3 may be a number significantly great
er than unity, but is independent of lilz' This result is 
in contradistinction to the result for Bx which continues 
to grow as z - "". 

The above result was obtained for a correlation func
tion with a single length scale l z. If there are two length 
scales i zM , lzm denoting respectively the maximum and 
minimum characteristic scales, then we find that By is 
determined by the large scale variations, i zM, where 
generally most of the fluctuation energy resides. In 
most of our calculations in Ref. 1 [e. g., Eq. (37)] we 
used the overly conservative condition that By is deter
mined by the small scale variations, l.m. Here, how
ever, it is important that we make use of the dependence 
of By on the large scale variations. 

When we made the approximation of neglecting the k2 
dependence in U3(X12 , Y12' k2), we found that indeed an 
asymptotic form was reached and the result is given in 
Eq. (25). In the context of the present theory we must 
instead solve the integral equation given Eq. (24). For 
this paper, however, we accept the above physical argu
ment and assume that Eq. (24) also has a solution and 
that 8y is of order {3/(kl zM )1/2. To obtain the solution, we 
may, for example, iterate the equation and take Eq. (25) 
as the first trial solution. That is, 

(26) 

B. Neglect of the k2 dependence in 03 (x 12, Y 12, k 2 ) 

The assumption that By reaches an asymptotic value 
as z - 00 may be used to show that in a number of physi
cally important cases the expression 

szki/2li 
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may be taken equal to zero in this limit. Because k2/Ti 
is of order 8 y the exponent, is of order fs z 8;/2. 

Initially, after scattering, fs z B~/2 is of order unity 
because s z (for the scattered radiation) is of order l zM 

and B; is of order l/7ilzM' As z increases, however, the 
B; dependence on lZM remains of the same order (with 
perhaps a change in the multiplicative constant), but the 
s z values that are of importance for horizontal scatter
ing become smaller and smaller. Thus the value of the 
expression decreases as z increases and eventually be
comes much less than unity. Finally then Eq. (21) may 
be replaced by Eq. (1) when Y12 = 0 (horizontal 
sc attering). 

The physical basis for the conclusion that as z in
creases smaller values of s z (1. e., smaller scale varia
tions in the index of refraction field) become more im
portant is the effectiveness of small scale variations in 
scattering. Although usually there is more energy in 
the larger scales, the smaller scales scatter over a 
larger angle (the angular spread resulting from a scale 
variation of characteristic size l, is of order l/f!). In 
the small perturbation regime, (z small) we find from 
Eq. (21) that for an initial plane wave (1. e. , 
{r(XI2' Y12,0)~}=j) 

where 

f~ (}2 (X12 S z) 
(]2(X12,O)=const _~ (kls

z
l)172 ds z• 

(27) 

(28) 

The integral in Eq. (28) is dominated by the large 
scale variations and Bx is of order l/kl zM• [Incidentally 
we note that in this single scatter region Eq. (21) re
duces to Eq. (1) if the initial radiation is a plane wave. 
In this case {r(X12 , yb z)} is independent of Y12 and the 
integral over yh is proportional to l5(k2). ] The quantity 
of importance is the relative energy in the various scale 
sizes multiplied by the scale size. The fact that small
er scales scatter over wider angles is not of importance 
here since it is assumed that each scale size scatters 
only once in the distance z and larger scales have a 
higher probability of scatter. 

In the region where multiple scatter takes place the 
fact that all scales scatter many times in the same 
propagation distance becomes of importance. In this 
case the smaller eddies are weighted by an additional 
l/ki term. The effect of this is to cause smaller values 
of Sz to become important in evaluating U3(X12 , 0, k2) 

than would be the case in evaluating u2(x12, 0) in Eq. (28) 
or (]3(0, Y12' k?). rMathematically the effect occurs be
cause in Eq. (21) the right-hand side is the difference 
of two terms and as z increases the important values 
of Xu contributing to {r(X12, 0, z)} decrease. ] Because 
kUk2 = O(kl ZM) for all z the expression s z kV2k ap
proaches zero as z increases, and Eq. (21) may be re
placed by Eq. (1) when Y12 = O. For very large z the 
characteristic scale sizes responsible for scattering 
do reach an asymptotic form, but in this region szkV2li 
should be near zero. 

The above argument may also be supported by a math
ematical consistency argument. If we assume that for 
large z the exponential term is unity, we find the solu-
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tions given in Ref. 1. Analysis of these solutions, as 
given in Eq. (74), show that for n < 5/2 the solution is 
independent of lZM while for n> 5/2 the dependence on 
1 zM is much weaker than in the single scatter region. 

C. Summary 

We have shown by a physical argument and a mathe
matical consistency argument that in the multiple scat
ter region the expression szkV2k may be approximated 
by zero and as a consequence when Y12 = 0 Eq. (21) may 
be approximated by Eq. (1). This justifies the use of 
Eq. (1) in Ref. 1 and also in Beran and McCoy3 in which 
scattering of finite beams is discussed. It is also true 
that in the small perturbation region Eq. (1) is a valid 
approximation for an initial plane wave. Only in the 
transition region from the single scatter to the multiple 
scatter region is it necessary to solve Eq. (21). 
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For the vertical scattering case, x12 = 0, the 
asymptotic solution given in Ref. 1 [Eq. (25)] should 
be replaced by the solution of Eq. (24). If the complete 
solution for x12 *' 0, Y12 *' 0 is desired for all z, then 
Eq. (21) rather than Eq. (1) must be solved. 
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tThe Catholic University of America, Washington, D. C. 
20064. 

1M. Beran and J.J. McCoy, J. Math. Phys. 15, 1901 (1975). 
2J. J. McCoy, Teoria OsrodkiYw WieZoJazowych, edited by 
C. Eimer (Polskiej Akademii Nauk, Warzawa, 1974), p. 5. 

3M. Beran and J. J. McCoy, J. Acoust. Soc. Am. 56, 1667 
(1975) . 

M.J. Beran and J.J. McCoy 1189 



                                                                                                                                    

A crossed-channel expansion of a conformal invariant 
scattering amplitude 

R. Meuldermans· 
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We assume that a state out of a representation space of a irreducible representation of 80(4.2). in 
particular the E +(massless) and D +(massive) series of representation, fully describes a particle. Then, 
considering conformal invariant scattering amplitudes, we set up a crossed-channel expansion of the t 

matrix for elastic two-body scattering, by calculating the Clebsch-Gordan coefficients involved. The 
essential point is the reduction of the direct products E + X E - and D + X E - . 

INTRODUCTION 

The idea of the conformal group SO(4, 2) or its uni
versal covering group SU(2, 2) being an exact symmetry 
group of scattering phenomena has gained more and 
more interesti in spite of the lack of experimental evi
dence. z Both phenomena can be explained easily. First 
there is the exciting new theoretical idea with an un
doubtedly new physical content and aspects. 3 On the other 
hand the theory at present has not given any practical 
formula to test its validity. However, few exceptions do 
exist. 4,9 One practical thing which can be done is to set 
up a conformal invariant phase-shift analysis. This pro
gram has been started by some authors with different 
intentions and methods. 5,6 It might be of some interest 
however to have an expansion which can easily be ex
trapolated to asymptotic regions of the energy, because 
most of the people do believe the symmetry will mani
fest itself only in those kinematical regions. A crossed
channel expansion usually is more appropriate to do this 
job than a direct channel one. 

Section 1 is devoted to the definition of generators of 
SO(4,2) with the involved commutation relation. The 
observables are indicated with their action on definite 
states of Hilbert space. 

Section 2 will consist of the calculation of the Clebsch
Gordon coefficients involved in the elastic scattering of 
two massless particles (spinless). This part consists 
in essence to the reduction of the direct product of 
E(+>xE<->, where E" refer to representation of the ex
ceptional degenerate series. 7 

Finally, the last section consists of the same proce
dure for scattering of a massless particle on a massive 
one, which involves the reduction of E-0D' 

representation. 

I. PRELIMINARIES 

The generators of the full conformal group SO(4, 2) 
will be denoted by Lab, a, b = 0,1, 2, 3, 5, 6. Their com
mutation relations are given by 

[Lab' LCd] = i(gacLbd - glXlLbc - gbcLCd + gMLac ). (1. 1) 

The metric is chosen to be gl1 = g22 = gS3 = g •• = - goo 
=- g66=1. 

We select out of this the Poincare generators (Greek 
letters) 
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LI"v=Lab , /J., lJ=l, 2, 5, 6, 

PlJ. =LOlJ. +LsI"' 

(1.2) 

(1. 3) 

The generators for the dilatations and special conformal 
transformations are given by 

(1. 4) 

commutation relations in terms of these combinations 
are 

[LI"v, p,,] =i(gl""Pv - gv"PlJ.)' 

[LI"v, K,,] =i(glJ."Kv - gVCl.KI") , 

[LILv , D] = 0, [KIL , Kvl = 0, 

[P",Ke]=- 2i(L"e +g",eD), 

[D,p"l=-ip"" [D,K",l=iK",. 

The rotation and boosts are defined as follows: 

L j = (Lzs , L.i , L 12), i = 1,2,5 

N j = - (L Oi ' L 02 ' Los). 

(1. 5) 

(1.6) 

(1. 7) 

States in Hilbert spaces of representations of the group 
will be labelled with respect to the Poincare subgroup 
SO(3, 1) x T 4 • The observables therefore are 

The first three are the Casimir invariants of resp. 
order two, three, and four whereas p2 = _ m 2 en W2 

= + m2s(s + 1) are Einsteinian mass and spin (WlJ. 

(1. B) 

= +~E:ILv"'8P" L"B). The last one is proportional to the 
helicity X of the particle. 

The first two Casimirs will be omitted as whole our 
interest will be devoted to the second order Casimir 
operator Cz (in all cases considered C2 already dis
tinguishes the representations): 

C2 =~LILvLlJ.V + 4iLo3 - L~3 - KlJ.P'" , 

and a state will get the labels 

IC2;ms,pX). (E:=sign of the energy). 

(1. 9) 

(1. 10) 

It is often much more appropriate to use the four com
ponents of the momentum as observables. Thus in the 
following we will use 

(1. 11) 

The physical ansatz therefore is that there exists a one-
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FIG. 1. 

to- one relation between the physical object particle and 
a particular state like (1. 11). It is suggested by the 
work of several authors 7 ,8 to put a massless particle 
into a representation of the E+ series, which is charac
terized by 

(1. 12) 

This representation contains only one heUcity value and 
only admits a positive energy spectrum. 8 States of a 
D+ representation (most degenerate discrete series) will 
be used for massive particle, they admit one spin value, 
positive energies, and 

C2=2{s-1){s+2)+v, v=0,1,2,3, ..• (see Ref. 3b). 

(1. 13) 

Two similar representations exist, [E-, D-], which differ 
from the earlier in the sign of the energy spectrum. The 
notation therefore is clear. 

States for these representations will have the short-
hand notation 

I (E+cz); p"SA) '" Ip", A), Pe > 0, 

I{E-C2);P"SA)"'lp~,SA), p~<O (p=-p'), (1.14) 

I (D+c2 ); pSA) = Iv,p",S,A), Pe>O, 

I (D-c2): pSA) = Iv,p~, s, A), p~ < ° (p,. =- p~). 

The normalization of the states is chosen to be 

(P2A21Pl AI) = 5~ ~ E53 (Pz - PI), (1. 15) 
2 1 

II. REDUCTION OF A eX E- REPRESENTATION 

Consider the matrix element of a conformal invariant 
scattering operator corresponding to the scattering of 
two massless particles (spinless): 

S=-(Pl +P2)2, t=-(Pl-P3)Z, U=-(Pl-P4)2. 

The matrix element (E+, P4' E+P31 S - 11 E+Pl, E+P2) is 
equivalent to (E+'P4; E-p~IS-11 E+Pl, E-p~). 

Introducing a complete set of intermediate states, we 
obtain 

(P4,P'2Is-1IPl,P'3) 

=L J d4P(P~'2Ia;psA)(aPsAIS-1IaPsA) 
c¥ t'~ 

(2. 1) 

The sum sign is rather a formal thing because it depends 
upon the nature of the spectrum of the involved quantum 
number, which we have first to determine. Furthermore, 
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a stands for all quantum numbers needed to specify the 
intermediate state, 

To obtain (2. 1), use has been made of the invariance 
of So By the Wigner-Eckart theorem, the reduced S
matrix element 

(apSA I S I aPSA) =S(a) (2.2) 

is only a function of the Casimir labels, which are a. 
The main problem is to determine the two Clebsch
Gordan coefficients, which is equivalent to the reduction 
of the E+rg E- representation into irreducible partso 

In order to achieve this, we apply the following for
malism. We define the action of a generator D on a state 
by the matrix elements 

where the script letter stands for a differential expres
sion. Therefore, for the successive action of two Hermi
tian operators it follows that 

(2.4) 

which indicates, because the expression on the rhs do 
not depend upon p', that we can define 

(2.5) 

Successive operation reverses the order of the two dif
ferential expressions 

(2.6) 

Remark: If discrete labels are involved in the rhs, 
there should be a sum over all accessible discrete la
bels. Notice also that the differential expressions do not 
form in general a representation of the generators; e. g. , 

The commutation relations together with the hermiti
city condition enables us to calculate all generators. 
Straightforward calculations give for the E+ 
representation 

L 3 1p, A) = [i(pX Y'P)2 - Aa]lp, A), 

Nllp, A) = (- iE-!- - A-
E 

Pz \ Ip, A), 
uPl - aps} 

(2.7) 

N21p, A) = (- iE a~2 + A E !~pJ Ip, A), 

N 3 1p, A) = (- iE a~5) Ip, A), 

Dip, A)= i(p· Y'+ 1) Ip, A), 

. (P2 a a) I ) 
- 21A E- aPs ap5 + ap2 p, A, 
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· (P1 a a) 1 ) + 2tA E _ aPs oPs + oPI P, A , 

The generators for the E- representation are obtained 
by replacing in (2.5) E by - E=- ipi. 

A comment seems necessary: As is known for the 
Poincare group, these manipulations do not determine 
a unique solution. This is related to the fact that states 
are not specified uniquely. A choice of solution has been 
made in terms of one parameter a. This parameter is 
not determined by enlarging the algebra to that of the 
conformal group; however, it is restricted to satisfy 
a2 = L Specification of the representation of SO(4, 2) 
(Cz being a C-number) restricts a to be equal to + 1. 

Equating the Clebsch-Gordan coefficient to 

a(p - PI - P'3)f(s, A; p, q), where q =Pt - p/, 

we see thatf(s, A: p, q) should be a simultaneous eigen
function of Cz, W2, W6: 

CJ( )=cJ(), 

W 2f( ) = - w2s(s + l)f( ), (2.8) 

W sl( ) = - 111 1 P If() (P2 = w2 > 0 spacelike). 

Putting these operators into differential form, we have 

(2.9) 

W W"f= (_ w4 \72_ w2(q. +p.)(q ._p.)_o_2_ 
" q.' J J oq i oq j 

- 2q'W2~)f, • oqi 
(2.10) 

Wsl= - i(PXq)iJ-f. uqi (2.11) 

We restricted ourself to the spinless case. 

Out of (2.9) and (2.10) one derives the relation 

C2 + 10= - 2w2/w2, (2.12) 

from which it follows that 

C2 =- 10 + 28(S + 1). (2.13) 

Equation (2.12) reduces the problem to the calcula
tion of a pure Poincare Clebsch-Gordan coefficient. 
Equations (2.9), (2.10), (2.12) together with the square 
integrability of the function f( ) determine the spectrum 
to be as follows: 
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m: ±O, 1, 2, ..• , s=-~ +ip (p real and positive); 

no discrete spectrum exists. 

The resulting expansion for the t matrix, defined by 

(p~31 S - 11ptP2) = a(P4 + P3 - PI - p2)(p~31 T IptP2) 

becomes 

1 [~ (p~31 T IptP2) =-4 dp a(p)p tanhp Bi/62+iP(27] - 1); 
7T 0 ' 

(2.14) 

here the notations stand for 

7]= - sit, a(p) = [S(p) - 1]167T3Ip2 tanhp, (2.15) 

Bii~t2+iP(Z)=P_1/2+iP(Z), the conical functions. IU 

III. REDUCTION OF A D+ X E- REPRESENTATION 
(SPINLESS) 

A more interesting case involves the scattering of a 
massless particle on a massive one. Figure 2 shows 
which direct products are involved. P = (PI + p~) now can 
be time-, space-, and lightlike. We consider the case 
of P being spacelike, e. g. , 

p2=W2 (w2 >0). 

The operators for the D+ representation without spin 
can be calculated by a similar procedure as in Sec. II. 
This gives 

Li IlJ,p) =i(pX\7)j IlJ,p), 

NillJ,p)=-i (Eo;/pja~)llJ,p), (3.1) 

D ilJ,p) = i(P" 0" + 2) ilJ,p), 

l lJ~ ) K" IlJ,p)= \_p"ovov+2(Pvov+2),,_-pr- IlJ,p). 

We then introduce the variables 

P=p+p', 

Q=p _p', 

y = 1/12
/ w2 = _ m2 IlJ; 

the analog of (2.9) for this case then is 

{ 
fw2(1+y) 2 ' 02 

(C2 + 3)f( ) = 4 L 2 \70 - 2PiPj ilQiilQj 

(3.2) 

+ (3Q j _ Pi) ._O_J + lJ2(y - 1) If. (3.3) 
2 2 ilQi 2:1' f 

In order to make a separable differential equation, we 
introduce a set of new variables: 

~X)_)DX) 

(o+v;p,l. (O'v,P31 (O'v,P, I (E-,p,l 

FIG. 2. 
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P=p+p', (3.4a) ell = L~lv(p)qv. 

x=Ps-lp'l (the total energy), (3.4b) Here 

l' =- m2/u, (3.4c) qll = (W/.f7i)(QIl +yPIl ) with /k = w2(1 +V), 

The 2-vector e can be parametrized by 

e = (sinhe cos(3, sinhe sin/3, 0; coshe) (coshe = z). 

If we put 1(1', z, (3) = Y(v)Z(z)B({3), (3.3) will be equivalent with the following system of equations: 

v(y + 1)2~ + (1 + 3v)(y + 1)ay + (V2(y2_ 1) +P _ (y + 1)\ Y= 0, 
- oy - ay 4y) 

which means that q is a 2-vector (p . q = ° and q2 = - 1L L(P) is a Lorentz transformation which transforms 
PR(O, 0, W; 0) to P = w(cosha sinT sin>Ir, cosha sinT cos>Ir, cosha COST, sinha), 

cos2>Ir + COST sin2>Ir - (1 - COST) sin>Ir cos>Ir 

L~ (p) = - (1- COST) cos>Ir sin>Ir sin2>Ir + COST cos2>Ir 

- sinT cos>Ir - sinT cos>Ir 

° ° 
a2z +~ az _ (P + n

2 
) Z - ° 

~ Z2 _ 1 oZ Z2 _ 1 (Z2 _ 1)2 -, 

0
2 
B({3) + 112 B({3) = ° 

---aT ' 

cosha sinT sin>Ir sinha sinT sin>Ir 

cosha sinT cos>Ir sinha sinT cos>Ir 

cosha COST sinha COST 

cosha cosha 

where A stands for A = (C2 + 3)/2 and P and 112 are two other separation variables. 

(3.4d) 

(3.5) 

(3.6) 

(3.7) 

(3.8) 

(3.9) 

We need to determine the spectrum. In fact, expressing the operator W2 in the new variables, we obtain a system 
which is equivalent to (3.8)-(3.9), where (3.9) is the eigenvalue equation for (WS)2. 

So the spectrum of p and n2 is not hard to obtain: 

n: 0, 1, 2, ... , p = s(s + 1) = - p2 - t, where s = - t + ip. (3.10) 

They will have some influence on the spectrum of A. Equation (3.7) is of the Sturm-Liouville type with measure 
p(v) =y + 1. The solution can be catalogued into a Riemanian scheme: 

1 

° -1- 2s 
;+S+V/2+[1-(V2/4_:\)J /2 -yJ yv/2(I+y)s. 
1 +s +v/2- [1- (v2/4_ A)J/2 

(3.11) 

The range of y for fixed but asumptotic energies s = - (Pi + P2)2 is [0,00 J. SO we are in the double singular case ac
cording to Titchmarsh.11 Two appropriate solutions for the discussion therefore are 

yA(\,) =yv/2(V + 1) SF21 (a, b, c: - y), (3.12) 

(3.13) 

where 

C= v + 1, a= 1 +s + v/2 + [1- (v2/4 _ A)J 12, b = 1 +s + v/2 - [1- (v2/4 _ :\)J1/2. 

In order to determine the spectrum of Eq. (3.7), we put this equation into standard form (no linear derivatives), 
giving 

£fYl~a) +[~-q(a)JY1(a)=0. 
dO' 

Here we have put 

y + 1 = cosha, Y(v) = Y1 (a) (sinhO')-l 12[ cosh(a/2) J-1 , 

q(a) = Hcosha(cosha - 2)/sinh2aJ + [v2/4 sinh2(a/2) J - s(s + 1)/ cosh2(a/2), ~ = v2/4 - A - t = - t(t + 1). 

We divide the interval into two pieces by introducing an arbitrary intermediate point y = b. 
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Square integrable solution with respect to 0' over the interval [0, b] and [b, 00 ] are given resp. by 

Yf (0') = V2[sinh(a/2) ]V+1 /2-2"[ cosh(a/2) ]2S+3 /22F1 (a, a + 1 - c, a + 1 - b; - 1/ sinh2 (0'/2». 

Yt(a) = V2 [sinh(a/2)v+1 /2 [cosh(a/2) ]2S+3 /2 2F1 (a, b, C; _ sinh2(a/2». 

Yt(a) always is square integrable for all values of v, whereas Yf is square integrable only for the region 
Ret> - ~. Because of symmetry, this is exactly one of the complex half-planes in t we only had to consider. 

(3.16) 

Because Yt(a, ~) is real for real values of ~, the spectrum entirely consists of those points which give contri
bution to 

lim Im[ytU, b)YfU, b)/W",(Yt, Yfl]. (3. 17a) 
Im'-O 

The denominator consists of the Wronskion of Yt and Yf with respect to 0'. Calculation shows that contribution only 
comes from a continuous region for which t* = - t - 1; this means t = - t + ix; no discrete spectrum appears. For 
t=- ~ +ix, 

Im[Yt(~, b)Yi' (~, b)/W", (yt, Yf)] = (1/2x) 1 r(a)r(b)/r(c)r(a - b) 121 Yt(~, b) 12. 

Therefore, any square integrable function /(0') over the range (0,00) can be written as 

/(0') = (1/7T) 10 ~Yt(a, x) 1 r(a)r(b)/r(c)r(a - b) 1 dx 10 ~ yt(a', x) 1 r(a)r(b)/r(c)r(a - b) 1/(0") dO'; 

from which we get the important relation 

r ~ E(a, x)E(a, x') dO' = o(x - x'), 
)0 

where we have defined 

E(a, x) = (1/11T) 1 r(a)r(b)/r(c)r(a- b) 1 yt(a, x). 

The result of these manipulations can be gathered into two points: 

(1) The spectrum of C2 consists of the continuous range 

C2=v2/2-2x2_5. 

(2) The orthogonal eigenfunctions [with respect to the measure (1 + y) dy] are proportional to 

yA(\,) =yv/2(1 +y)-1/2+ iP F 21 (a, b, c; _y). 

The Clebsch-Gordan coefficients (C2; PSA 1 vp,p') = (x; P, p, n 1 vp, p') satisfying the orthogonality condition 

(x"p" sHAH 1 x', p', p'A') = 04(p" - P')o,",.O(p" - p ')o(x" - x') 

are therefore equal to 

(xp pn 1 vp, p') = (1/ w) 64(P - P - p ')b(p, x, v) exp(- in/3)(f 47T / Ptanhp)B~~t2+IP(cosh9)yA (y,x). 

Here we defined 

b(p, x) = (f21r/4)r«v + 1)/2 + i(p + x»r«v + 1)/2 + i(p - x»/r(v + 1)r(2ix). 

(3.17b) 

(3.18) 

(3.19) 

(3.20) 

(3.21) 

(3.22) 

(3.23) 

(3.25) 

The factor 1/ w in (3.24) is a pure result of the condition (3.23), where use has been made of the completeness of 
intermediate states: 

f~~'l ~p dv 1 vp,p')(vp,p'l =1. IP , 
(3.26) 

As a final result we now write down the t-matrix element expansion for elastic scattering of a massless particle 
on a massive one with mass m and quantum number v. 

in which we have defined 

1194 

d(p, x) = [S(p, x) - 1]/p2 tanh2p, a = (v + 1)/2 + i(p + x), b = (v + 1)/2 + i(p - x), 

c = v + 1, and coshe = (1 + m2/u)/(1 - m 2/u) - [2(1 + s/u) l!(1- 1)12 /U)2. 
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(3.27) 

(3.28) 
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CONCLUSIONS 

By taking asymptotic energies at fixed scattering angles (exclusing the backward direction) 

slm2 » 1, _ulm2 »1, and (-u/s) fixed, 

the transition matrix (30 27) gives rise to a differential cross section which behaves like 

da _ 1 (_ m2)2"+2 F (!!.); 
dU? u s 

(3.29) 

therefore, the expression 

s2H4da=c(!!.\ 
du s) 

(3.30) 

exhibits a manifest scaling behavior. If no further information is given on the value which determine the used repre
sentation of D+, we can only state as II "" 0 that the differential cross section will drop off faster than s-4 

da ~ s-4C (!!:.) . 
du s (3.31) 

We could, however, try to fit the value II with the known experimental data. The appropriate adjusted expression 
for elastic scattering of two massive particles (no spin) is easily seen to be 

~: -~ (- :fr"+2. (_ :~r"+2 . C (~) • (3.32) 

Consider elastic proton-proton scattering. The experimental data seem to show a scaling behavior, 12 for - tis 
< O. 18 and s ranging between 9.5 and 46.8 (GeV)2, going like 

snda = C (::) 
du s' (3 0 33) 

where the best fit is given a value of no:: 10. This would suggest to attribute a proton to a D+ representation with 
11=1. 

On the other hand, less reliable experimental data13 on 1T + P -1T + p show a similar scaling behavior with n '" 8, 
which means that the pionic conformal quantum number would be II = O. These numbers should be compared with the 
estimations of L. Castell, 14 who attributes the pion to a direct product representation of two photon representations 
and the proton to a direct product representation of a neutrino and a photon, obtained a scaling behavior for 1T1T -1T1T 

with a value n = 14 (whereas we would suggest n = 6) and a scaling behavior for pp -pp with a value n = 10 (in perfect 
agreement with experiment). Finally, note that the appropriate differential cross-section for scattering of massless 
particles 

~; -?F(%) 
will not in general be obtained as a limit of (3.29) when putting the mass equal to zero. 
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Modulational instability of cnoidal wave solutions of the 
modified Korteweg-de Vries equation 

c. F. Driscoll and T. M. O'Neil 

Department of Physics. University of California. San Diego. La Jolla. California 92093 
(Received 8 December 1975) 

The stability of cnoidal wavetrain solutions of the modified Korteweg-de Vries equation is analyzed using 
Whitham's modulational theory. The cnoidal waves are solutions of an oscillator equation obtained by 
twice integrating the modified Korteweg-de Vries equation. The stability of the cnoidal waves is 
determined by the roots of the polynomial in the oscillator equation. For real roots the waves are stable, 
whereas for complex roots the waves are unstable. 

I. INTRODUCTION 

The Korteweg-de Vries (KdV) equation, 1 

U t + 6uux + Uxxx = ° (1) 

characterizes the evolution of many systems with weak 
dispersion and quadratic nonlinearity. 2 Likewise, the 
modified Korteweg-de Vries (mKdV) equation, 3.4 

(2) 

characterizes the evolution of systems with weak dis
persion and cubic nO:1linearity. For example, long wave
length disturbances on a one-dimensional lattice are 
described by the KdV equation when the restoring forces 
have a small quadratic nonlinearity, and by the mKdV 
equation when the restoring forces have a small cubic 
nonlinearity. 4 

The numerical coefficients in Eqs. (1) and (2) are ar
bitrary, since they may be changed by a change of scale 
(i. e. , x- ax, t- (3t, U - YU, or v - yv). The coeffi
cients 6 and 12 in front of the nonlinear terms in the two 
equations will be convenient for our purposes. The sign 
in front of the nonlinear term in Eq. (1) is arbitrary 
since it may be changed by the transformation u - (- u). 
The sign in front of the nonlinear term in Eq. (2) may 
not be changed by a real transformation, so we include 
the + or - possibilities explicitly. For the case of a 
nonlinear lattice this + or - sign corresponds to the 
sign of the cubic term in the restoring force. 

Exact wavetrain solutions may be obtained for both 
equations. 1,5 By setting u=u(x- Ct) in Eq. (1) and in
tegrating twice with respect to x, one obtains 

tu~ +u3 - tCu2 
- Eu +A = 0, (3) 

where A and E are constants of integration. By follow
ing the same procedure with Eq. (2), one obtains 

(4) 

where the constants A, E, and C do not necessarily have 
the same values in the two equations. These equations 
may be viewed as oscillator equations. The variable u 
oscillates back and forth between two roots of the poly
nomial in Eq. (3), and v oscillates between two roots of 
the polynomial in Eq. (4). Of course, these two roots 
must be real and adjacent, that is, not separated by 
another real root. Since the polynomials are cubic and 
quartic respectively, the equations can be integrated in 
terms of elliptic functions. The solutions are often 
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called cnoidal waves, since they can be expressed in 
terms of the Jacobian elliptic function cn. When the 
modulus of the elliptiC function is much smaller than 
unity the cnoidal waves reduce to Sinusoidal waves, and 
when the modulus is near unity the cnoidal waves re
duce to sequences of solitons. 

The question of the stability of cnoidal waves was 
considered by Whitham for the case of the KdV equa
tion. 6.7 He showed that these waves are stable to long 
wavelength perturbations, by applying his modulational 
theory. 

Here, we apply Whitham's modulational theory to the 
case of the mKdV equation. We find that the question of 
the stability of a particular cnoidal wave depends on the 
values of the constants A, E, and C for that wave. The 
wave is stable if the polynomial in the associated oscil
lator equation [i. e., Eq. (4)] has four real roots and un
stable if the polynomial has two real roots and two com
plex roots. A cnoidal wave can exist only if at least two 
roots are real, since in a cnoidal wave l' oscillates back 
and forth between two real roots. From this perspec
tive, one can understand Whitham's conclusion of 
stability for cnoidal wave solutions of the KdV equation. 
The polynomial in Eq. (3) is a real cubic, and the 
existence of two real roots implies that all three roots 
are real. The stability criterion may be stated in its 
most general form for the case of the generalized 
Korteweg-de Vries (gKdV) equation, 

N't + (6w ± 12jJ. 2U)2)wx +wxxx = 0, (5) 

where jJ. is an arbitrary real constant determining the 
relative amount of quadratic and cubic nonlinearity. A 
cnoidal wave solution of this equation is stable if the 
roots of the polynomial in the associated oscillator 
equation, 

1w; ± jJ. 2w4 +U)3 - ~CW2 - EM' +A =0, (6) 

are all real, and unstable if two roots are real and two 
are complex. 

In Sec. II, we develop Whitham's modulational theory 
for the case of the mKdV equation. To be specific, we 
develop partial differential equations governing the 
temporal evolution of slow spatial modulations of the 
three parameters determining a cnoidal wave. In Sec. 
Ill, we find the Riemann invariants for the lllodulational 
equations. When the characteristic speeds for all three 
Riemann invariants are real the cnoidal wave is stable, 
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and when the characteristic speeds are complex the 
cnoidal wave is unstable. The characteristic speeds are 
expressed in terms of the roots of the polynomial in the 
oscillator equation, and the real or complex nature of 
the characteristic speeds follows from that of the roots. 
In Sec. IV, we extend our results to the gKdV equation. 
In Sec. V, we discuss the relation of our results to the 
Miura transformation3 between the KdV equation and the 
mKdV equation. The interpretation of this transforma
tion will be seen to depend on the choice of the sign in 
the mKdV equation. 

It is rather surprising that one can find the Riemann 
invariants for the modulational equations, that is, for 
three nonlinear coupled partial differential equations. 
Apparently, this is another example of the surprising 
degree to which problems associated with the KdV (or 
mKdV) equation yield to analytic methods. 

II. MODUlATIONAl EQUATIONS 

Following Whltham6, 7 we derive the modulational 
equations by averaging conservation equations over a 
spatial oscillation of the cnoidal wave. The first three 
conservation equations for the mKdV equation area 

a a 
Tt(v) + ax (± 4v 3 + v xx ) == 0, 

a 2 a (4 2) Tt(V )+ax ±6v +2vvr"-v,, =0, (7) 

where the sign choice corresponds to that of Eq. (2). 

Calculation of the average of quantities appearing in 
these equations is facilitated by introduction of the 
function 

W(A,B, C)=" - :pvxdv 
(8) 

==-12 15 (-A +Bv +tCv2 'fV4)1/2 dv, 

where we have used Eq. (4) to find Vr for the cnoidal 
wave. The integral is defined to be over one complete 
cycle of the cnoidal wave. Since in a complete cycle v 
passes back and forth between two roots of the poly
nomial, the integral may be interpreted as a loop 
around the branch cut between the two roots. In terms 
of W (A, B, C) the wavelength may be expres sed as 

~ =" A = 13 ~~ = ~; =" W A, (9) 

and the average of v, v2 , and v; may be expressed as 

(10) 

With the aid of Eq. (4) the average of aU quantities in 
Eqs. (7) may be expressed in terms of the simple 
averages in Eqs. (9) and (10). The result is 

a a 
Tt(f?WB) + ax (kCW B - B) = 0, 

a a 
Tt(kWe) + ax (1?CWe -A) = 0, 

a 
Tt[k(AWA +BWB +CWe - W)] 

(11) 
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Simple algebraic reduction brings these equations to the 
more symmetric form 

where 

D a a 
-="-+C
Dt at ax 

(12) 

is the convective derivative. These equations are the 
modulational equations for the mKdV equation. They 
differ from the corresponding equations for the KdV 
equation only in that W is defined in terms of the poly
nomial in Eq. (4) rather than that in Eq. (3). 

III. RIEMANN INVARIANTS AND STABILITY 
CRITERION 

We shall find that the Riemann invariants of the 
modulational equations take a simple form when ex
pressed in terms of the roots of the polynomial in Eq. 
(4). From the relation 

±v4 - tCv 2 - Bv +A =" ± (v - a)(v - b)(v - e)(v - d) (13) 

we find that 

O=a+b+c+d, 

tc ='f (ab +ae +ad +be + bd +ed), 

B=± (abe +abd +aed + bed), 

A =±abed. 

By replacing the variables (A,B,C) by the variables 
(a, b, e), with d given by the first of Eqs. (14), the 
modulational equations take the form 

Da Db Dc 
WA,aDt +WA,hDt +WA'CDt 

='f2WA[(d - a)ar + (d - b)br + (d - e)cJ, 

W Da Db Dc 
B,am + WB,hm + WE,cDt 

(14) 

= ± W A[(b + e)(d - a)a" + (a + e)(d - b)bx + (a + b)(d - c)cx], 

Da Db De 
We,aDt +We,hDl +We,CDt 

"" ± W A[bc(d - ajax +ae(d - b)bx + abed - e)cx], (15) 

where 

aWA =W __ i_ £ (a-d)dv 
'iJa - A,a- 1±8 j [(v- a)3(v _d)3(V.!. b)(v _ c)]Il2' 

(16) 

W - - i f (a - dHv 2 dv 
C, a - v'±8 [(v _ a)3(v _ d)3(v _ b)(v _ e)]172 • 

The quantities W A,b, W B,b' etc. are given by interchang
ing a and b in W A,a' W B,a, etc. 
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For the KdV case, the Riemann invariants are the 
various sums of roots taken two at a time (i. e., a + b, 
b + c, a + c). We now show that these quantities are 
Riemann invariants for the mKdV case as well. To 
show that b + c is a Riemann invariant, we multiply the 
first of Eqs. (15) by - (da +bc)(b +c), the second by 
2(bc - da), the third by - 4(b +c), and add the three. 
The result is 

i f[ v - a J 1/2 D 
,f±'l (v - d)3(v _ b)(v _ c) dv Dt (b + c) 

(17) 

where we have simplified the rhs of the equations with 
the identities 

2(da + bc)(b + c) + 2(b + c)(bc - da) - 4bc(b + c) = 0, 

(d - b)[2(da + bc)(b + c) + 2(a + c)(bc - da) - 4ac(b + c)] 

= - 2(a - b)(b - d)(a - c)(c - d), (18) 

and the lhs with the identities 

- (da + bc)(b + c) - 2(bc - da)v + 2(b + c)v2 

[(v - a)3(v - d)3(v - b)(v _ c)]172 

_ 2~ [(V - b)(v - c)] 1 /2 

- dv (v-d)(v-a) , 

(b-d)[- (da+bc)(b+c)-2(bc-da)v+2(b+c)v2] (19) 
[(v - W(v - d)3(V - a)(v - c)Jll2 

= _ 2(b _ d)~[(V - a)(v - c)] 112 
dv (v-b)(v-d) 

[ 
(v- a) Jl/2 

+ 2(b - d)(c - d) (v _ d)3(v _ b)(v _ c) . 

Note that b and c may be interchanged in all of these 
identities. Finally, we may rewrite Eq. (17) in the 
standard form 

where the characteristic speed P is given by 

c 2WA(a-b)(a-c) 
= ± W A + 2(d - a)(a/iJd)(W A) . 

(20) 

(21) 

Here, the partial derivative a/ad must be taken before 
the first of Eqs. (14) is used to express d in terms of 
the other roots. By cyclic permutation of (a, b, c), one 
obtains the other two equations 

a a 
aT(a+c)+Q ax(a+c)=O, 

(22) 
2W A(b - c)(b - a) 

Q = C ± W A + 2 (d - b) (a / ad)(W A) , 

and 
a a 

ai(b +a) +R ax (b +a)=O, 
(23) 

R-C 2WA(c-a)(c-b) 
- ±WA +2(d- c)(a/ad)(WA)' 
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We note that W A may be expressed in terms of the 
elliptic integral of the first kind. 9 For the case of four 
real roots (a> b > c > d), W A is given by 

(24) 

where r2 = (a - b)(c - d)/(a - c)(b - d) for the upper sign 
choice in Eq. (2) and r2 = (b - c)(a - d)/(a - c)(b - d) for 
the lower sign choice. For the case of two real roots 
(c > d) and two complex roots (b =a*), W A is given by 

where 

p2 = [c - (a + b)/2]2 - (a - b)2/4, 

q2 =[d _ (a + b)/2]2 - (a - b)2/4, 

2 (c_d)2_ (p_q)2 
S = 4pq 

(25) 

This case is obtained only for the upper sign in Eq. (2). 

To obtain the stability predictions of these equations, 
we follow the evolution of a small initial modulation 
[e. g., b + c = bo + Co + (Ob + oc) COS(KX)], linearizing in 
the amplitude of the modulation [i. e., neglecting terms 
of order (0b)2 or (oc)2]. For the case of four real roots, 
the equations predict stability. For any solution, the 
wavelength W A is real. Consequently, P, Q, and Rare 
each real, and the small amplitude modulations oscil
late rather than grow [e. g., b + C = bo + Co + (Ob + oc) 
x cos {K(X - Pt)}]. For the case of two real and two com
plex roots, the equations predict instability. Let c and 
d (c > d) be the real roots, and a and b (b = a*) the com
plex roots. W A is still real, but P and Q are complex, 
with P = Q*. For a modulation with complex charac
teristic speed, either the component proportional to 
exp(iKx) or the component proportional to exp(- iKX) 

grows [e.g., b+ c=bo+co+i(Ob+oc)exp{iK(X-Pf)} 
+ hOb + oc) exp{- iK(X - Pt)}]. This exponential growth 
will continue until the perturbation Significantly modifies 
the wave parameters (a, b, c) and thus modifies the 
speeds (P, Q,R). 

One could have anticipated that R is real and Q =p* 
from general considerations. Since the roots must oc
cur in complex conjugates and since c and d are initially 
real and unequal, c and d must remain real during the 
initial evolution. This requires that R be real, since 
a + b = - (c + d). Also, the evolution must preserve the 
relations b = a* or, since c is real, the relation b + C 

= (a + c)*. This requires that Q =P*. Of course, we 
could turn the argument around and show that the rela
tions R =R* and Q = P* imply that the evolution pre
serves the relations a = b*, c = c*, d = d*, and a + b + c 
+d=O. 

For the case of complex characteristic speed, the 
equations take a more familiar form when rewritten in 
terms of real variables. If we let x~ Re(b + c), 
Y~Im(b+c), D~Re(P), and E~Im(P), the real and 
imaginary parts of Eq. (20) are 

(26) 
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Equation (22) leads to the same result, since. Q = P*. 
Eqs. (26) can be rewritten as the elliptic equations 

(
a a )2 2 a2 

ai+Dax X+E a?X=O, 
(27) 

( a a )2 2 a2 
ai+Da;c Y+E a?Y=O' 

and it is well known that elliptic equations are unstable 
for Cauchy boundary conditions. 

For the simple example of small amplitude cnoidal 
waves, P, Q, and R may be explicitly evaluated as ex
pansions in c - d, as shown in the Appendix. In this 
small amplitude limit, stability predictions may also be 
obtained from mode coupling theory, 10 for comparison 
with the modulational results. In the Appendix, we dem
onstrate that the characteristic speeds P, Q, and R 
agree with the stability results of mode coupling theory, 
to first order in c - d. 

Finally, we note that the modulational equations de
scribe the evolution of long wavelength perturbations 
only. For the small amplitude example, we are able to 
obtain higher order dispersive corrections from mode 
coupling theory. It is seen in the Appendix that these 
corrections tend to stabilize shorter wavelength 
perturbations. 

IV. GENERALIZED KORTEWEG-DE VRIES 
EOUATION 

In this section, we extend the results of the previous 
section to the gKdV equation. The first step is to note 
that the mKdV equation [i. e., Eq. (2)] is transformed 
into the gKdV equation [i. e., Eq. (5)] by the 
transformation 

(28) 

Consequently, to every cnoidal wave solution of the 
gKdV equation there corresponds a cnoidal wave solu
tion of the mKdV equation, and the stability (or insta
bility) of the former may be inferred from that of the 
latter. By applying the same transfor~ation to the 
oscillator equations for the two waves [i. e., Eqs. (4) 
and (6)], one can see that the roots of the polynomials 
in the two oscillator equations are also related by the 
transformation. Since this is a real transformation, we 
conclude that the cnoidal wave solution of the gKdV 
equation is stable when all four roots of the polynomial 
in the associated oscillator equation are real, and un
stable when two roots are real and two are complex. 
Of course, the characteristic speeds for modulations 
and growth rates for instabilities are easily inferred 
from the transformation. 

V. RELATION TO THE MIURA 
TRANSFORMATION 

Miura's transformation3 relates solutions of the 
mKdVequation, or gKdV equation, and solutions of the 
KdV equation. By setting u = ± 2v2 + -!:F2 v" one can see 
by direct substitution that 

U t + 6uu" + u"xx = (± 4v + fi2 a~) (v t ± 12v2v" + v"xx). (29) 
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Consequently, to every solution of the mKdV equation 
there corresponds a (possibly complex) solution of the 
KdV equation. The inverse does not follow because of 
the operator (± 4v + fi2 a/ax) on the rhs. 

For the lower choice of sign, the Miura transforma
tion is real, and the stability properties of real solu
tions of the two equations should correspond. Consider 
the mKdV equation with negative nonlinear term. One 
can see from the associated oscillator polynomial [i. e. , 
Eq. (4)] that bounded, real solutions exist only if all 
four roots are real. Thus our stability analysis shows 
that all real solutions of the mKdV equation with nega
tive nonlinear term are stable, and this corresponds to 
the known stability of real solutions of the KdV equation. 

For the upper choice of sign, the transformation is 
complex. The mKdV equation with positive nonlinear 
term has real, unstable solutions, obtained from oscil
lator polynomials with two real and two complex roots. 
These unstable mKdV solutions transform into complex, 
unstable solutions of the KdV equation. Of course, 
Whitham's stability analysis for the KdV equation was 
restricted to real solutions (as is ours for the mKdV 
equation), so the two results need not agree under a 
complex transformation. 
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APPENDIX 

In this appendix, we consider the simple example of 
small amplitude cnoidal waves; for clarity, we consider 
only the mKdV Eq. (2) with positive sign choice. We 
first obtain the stability results of mode coupling 
theory, 10 valid to first order in the wave amplitude and 
second order in the perturbation wavenumber K. We 
then evaluate the modulational speeds P, Q, and R to 
first order in the wave amplitude. The two theories are 
seen to agree for long wavelength perturbations. For 
shorter wavelength perturbations, mode coupling theory 
gives corrections which tend to stabilize the growth of 
these components. 

The small amplitude cnoidal wave is approximated by 
a mean value (3, a fundamental mode A 1, and a single 
harmonic A 2• The perturbations are seen as sideband 
modes, with wavenumbers differing from the main 
modes by K, 

v(x, t) = (3 +A1 exp(ikx) +A2 exp(2ikx) +A. exp(iKx) 

+A1_ exp[i(k - K)X] +A1• exp[i(k + K)X] 

+A2_ exp[i(2k - K)X] +A2• exp[i(2k + K)X] 

+ complex conjugate. (A1) 

The evolution of a modal amplitude is determined by the 
appropriate spatial Fourier component of the mKdV 
equation. For component k this gives 

(A2) 
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where the linear frequency is WI =- k 3 + 12/32k. Solving 
the analogous evolution equations for the driven modes 
near 2k gives A2 = 4/3AVk2, A 2_ = B/3AIA I./k

2, A 2• 
= B/3A I AI.lk2. The nonlinear frequency of mode k is then 
seen to be nl = WI + 12k IA112(1 + B/32/k2). The coupled 
evolution equations for the remaining perturbations are 

a~l_ + iWI_A I _ + 12i(k - K)(2/3A2_At + 2/3AzAt. 

+ 2/3A,At +Ai At. + 21AI12A IJ = 0, (A3) 

a:r + iwl.A I• + 12i(k + K)(2/3A2.At + 2/3AzAt- + 2/3A IA. 

+ArAt_ + 2IAI 12A I.) = O. 

We take At ex: exp(- mit), A. ex: exp(- illt) , A I_ ex: exp(- mtt 
+ illt) , At. ex: exp(- mit - illt), and solve Eqs. (A3) for the 
three roots II. Two roots are seen to be near II:::: W' K 

= (- 3k2 + 12/32)K; this approximation can be used to solve 
for A. = - B/3(At..At +A,AtJ/k2• The resulting second 
order secular equation is 

(11- W'K)2 = 12k IA112(1 - B/32/k2)W" K2 + (tW"K2)2 , (A4) 

where w" = - 6k. A similar procedure gives the third 
root 

(A5) 

The perturbation grows exponentially when one of the 
roots is complex, i. e. , when the rhs of Eq. (A4) is 
negative. 

We now evaluate P, Q, and R to order c - d, where 
c > v> d. To this order, Eqs. (24) and (25) for W A are 
equivalent; we use Eq. (24) for simplicity, 

W A = f27T [(a - c)(b - d)]-1I2(1 +r2/4 + 9r4/64). 

Expressing all quantities in terms of (a, c, c - d) gives 

....£.In(W)- c 
ad A -(a-c)(a+3c) 

(c - d)(10a2 + 42c2 + 4ac) 
16(a - c)2(a + 3C)2 

(
27T)2 k2= W

A 
=-2(a-c)(a+3c)-2(c-d)(3c-a), 
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IAII =t(c-d), 

/3=c-t(c-d). 

The characteristic speeds may then be expressed as 

P = 6a2 + 12ac - 6c2 + (c - d)(3c - 9a) 

=- 3k2 + 12/32 - 6f2IAII (B/32 _ k2)1I2, 

Q = 6a2 + 12ac - 6c2 + (c - d)(9c - 3a) 

= - 3k2 + 12/32 + 6v'2IA tl (B/32 _ k2)1I2, 

R = 12c2 - 12c(c - d) 

= 12/32• 

(A6) 

The two speeds P and Q, when multiplied by K, cor
respond to the two roots II in Eq. (A4); similarly, R 
times K corresponds to the third root in Eq. (A5). The 
term (tw"K2)2 in Eq. (A4) is a dispersive correction not 
found in modulational theory, and it decreases the in
stability for perturbations with large K. Indeed, the 
small amplitude wavetrain is stable with respect to per
turbations satisfying K2 ~ BIAt I2(1-B/32/k2). Thus modu
lational theory, valid for small K, agrees with mode 
coupling theory, valid for small amplitude, in their 
range of overlap. Furthermore, mode coupling theory 
indicates that shorter wavelength perturbation tend to 
be stabilized. 
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Boundary conditions and singular potentials in diffusion 
theory 

H. Narnhofer* and J. R. Klauder 

Bell Laboratories, Murray Hill, New Jersey 07974 
(Received 8 December 1975) 

The Feynman-Kac integral and its associated stochastic differential equations are generalized to 
incorporate the analog of arbitrary boundary conditions in the equivalent differential equation formulation 
of diffusion problems. The influence of additional singular potentials is considered, especially the interplay 
between the boundary conditions and various regularizations of the singular potential. The basic results are 
translated into d-dimensional processes and compared with standard results known for differential 
operators. 

I. INTRODUCTION 

In Ref. 1 the effect of singular potentials in the dif
fusion in one-dimension was studied, We want to gen
eralize the results to the diffusion in the half-space 
with different boundary conditions. The purpose is two
fold. On one hand we have the feeling that it gives a 
deeper insight to the effect of the regularization. On 
the other hand it leads to the diffusion problem in higher 
dimensions with a rotation invariant potential. It is a 
well known fact that half the radial part of the Laplace 
operator 

.!(rf- +d-1~) 
2 a? r iJr 

acting in the Hilbert space L2(Rd) corresponds to an 
operator 

1 iJ2 A 
"2arz-Y2 

with adjusted boundary conditions for </J(r) E L2(R+). 
Namely, with A= (d-l)(d- 3)/8 for 

d= 1, A= 0, <J;'(O) = 0, 

d=2, A=-i, </J(O) = 0, 

d= 3, A= 0, </J(O) = 0, 

d=4, A=i, </J(O) =0. 

It turns out that all these values of A are critical such 
that the diffusion process changes significantly, corre
sponding to the fact that recurrence time and probability 
for a particle to escape to infinity are different in dif
ferent dimensions. 

We can reproduce also some properties that are al
ready known for operators and forms. We consider the 
class of operators defined by the boundary condition 
y</J(O) = </J' (0), Varying the boundary condition means that 
we are closer to the operator framework since for 
forms the boundary conditions are generally regarded 
as fixed. 

Following Ref. 1 very closely we will use several 
methods to treat the possible regularizations, mainly 
differential equation techniques and the path space view
point. Comparing Singularities that are due to the pres, 
ence of Singular potentials to those arising from the 
boundary condition we will conclude: For - 00 < y < 00 
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potentials with a singularity of the order r-o!, QI < 1 
leads to an unambiguous diffusion process, for 1 ~ QI ~ 2 
we obtain several diffusion processes, mixing between 
different boundary conditions. 

For Y= 00 the diffusion process is unique for QI < 2. 
For O! = 2 it depends on the strength of the potential. 
With A ~ t the diffusion process is unique and for - i "" A 
< t we have various choices, regardless of the value of 
Y. For A < - i our methods do not give any information. 

For O! > 2 positive potentials give a unique diffusion 
process, but negative potentials cannot be treated by 
our methods, We want to translate this result into d
dimensional diffusion processes, d= 1 corresponds to 
Y= ° and we obtain processes depending on regulariza
tion already for O! ~ 1. 

For d= 2,3 we can insist that Y= 00, Therefore for 
QI < 2 we have only one diffusion process. This result 
corresponds to the existence of the Friedrichs extension 
of the operator, But, as we need not necessarily choose 
the Friedrichs extension for the operator, we can vary 
the boundary condition, and this will give us different 
solutions for the diffusion process. 

For d ~ 4 the answer is again different. We know that 
the operator is already essentially self-adjoint on the 
C® functions. Analogously, in the diffusion problem the 
ever present potential AI r2 with A ~ i selects the bound
ary condition y= 00 -otherwise the process would not be 
well defined-so that the diffusion process is always 
unique for additional singular potentials r-a , for O! < 2. 
If O! = 2, then the region of uniqueness depends on the 
strength and dimension. If O! > 2, then the dimension 
plays no role in the existence and uniqueness problem 
for the diffusion. 

II. CONTINUITY IN THE BOUNDARY CONDITION 

Following Ref. 2 we define reflecting Brownian motion 
by considering the reflected Brownian path 

X+(t) = IX(t) I 

with corresponding transition density 

Po (x, y, t) = (l/v'21Tt)[exp(- (x - y)2 /2t) + exp(- (x + y)2 /2t) J. 

Let t*(x, T) be the local time at the point x defined 
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formally as 

t*(x, t) = ,g 6(X(s) - x) ds, 

then we can consider elastic Brownian motion charac
terized by the transition probability 

p,(x, y, t) = E[exp(- yt* (0, t» \X+(t) = y 1pu(x, y, t). 

The corresponding differential equation is the heat flow 
problem 

au 1 a2u 
at=Za? 

with boundary condition 

a 
yu(t, 0) = ax u(t, 0). 

Reference 2 restricts its interest to y> 0 though the 
considerations remain true also for negative y. Of 
course for negative y the killing interpretation of these 
authors is not applicable any more. We want to consider 
continuity properties in Y, L e., if 

lim uy(t, x) = limE, )f(x t ) 1 
y _± QIO y .. ± 00 

= lim Eo)exp(- yt+(O, t»f(x t l1 
'Y .... ± co 

exists. Calculating the limit we use the Laplace 
transform 

It exists provided y> 0 and ReQl > 0 or y < 0 and ReQl 
> [y[2. 

Let us concentrate first on positive y: 

;~:r:u> (t, x) = ;~~f:~ exp[(v + iJl)t/2] dJl It, (v + i}.l, x) 

= :~~ f~"" exp[(v + i }.l)t /21 d}.l 

x{l"" [exp(- rv +i}.lly - x I) 
+exp(-rv+i}.l\y+x\)1 f(y) dy 

.jv+i}.l 

+ exp( - ..; v + i}.l X)[u "I (v + i /l, 0) - 2 

x (""exp(-~Y)fh')d\']} v~o, 
)0 b+ill ,-, 

where 

We concentrate our interest on the second term which 
is the only y-dependent one, 

f 
+"" 2y 

lim d/l exp[(v +i/J.)t/21 ~ (+ Iv + ill) 
y_oc _"" v Z/l 'Y 
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Assume f(y) = 6(y - Yo) (which is equivalent to changing 
the order of limit and integration and that is allowed if 
the limit is obtained uniformly in y), To calculate 

lim dllexp[(v+ill)t/21 y f 
+"" 2 

y_"" -'" vv+ill(y+";v+i/l) 

x exp(- y"; v + i /l ) 

we change the path of integration according to Fig. 1. 
Therefore, only the integration around the cut contrib
utes which can be written with b =;1 - ill- v, 

1+'" 2ydb exp(- b2t/2 - ib),) _ 2 - 0 
_'" (y+ib) 

Therefore 

lim uy(x, t) = Uo(X, t), 

y-O i~ 1 
lim u r(x, t) = rn::::;. 
y-" 0 v 21Tt 

y_co y-O 

x (exp(- (x _ y)2/2t) _ exp(- (x + y)2 /2t)] 

Xf(y) dy, 

corresponding to absorbing Brownian motion. 

We turn to the limit y - - 00, Here the Laplace trans
form exists only for ReQl > [ y[2, therefore V v + ill has 
to be replaced by ..; y2 + V + ill and y by - y. We consider 
again the contribution of the second term: 

limj+""exP[(Y+V+i fl )l/2)dfl (y+ / )172_ 
"1-" _"" v Z}.l y 

Again we change the integration path in the previous 
manner but have to take into account that a pole is con
tained in the integration region; see Fig, 2. The inte
gration around the cut is essentially the same, 

ImfL 

III 

FIG. 1. Path of integration relevant to calculating the integral. 
There is a cut beginning at /-l = iv. The pole ties in a different 
sheet. 
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ImfL 

iv 

Re fL 

FIG. 2. Path of integration relevant to the integral. There is 
a cut beginning at j.l = i(v +,,2). The pole is on the first sheet at 
j.l=iv. 

But the contribution of the pole diverges for y - 00, 

y exp(yt/2 - yy) 
_00 -0 

y_oo y-O 

Therefore we have no limit for elastic Brownian motion 
in this direction. 

It seems worthwhile to consider whether we have the 
same behavior if we examine the corresponding opera
tors. The operators are defined on different domains 
so we can only compare the resolvents of the corre
sponding self-adjoint operators. For the resolvents and 
fixed a = v + i J1 evidently the operators converge for 
y_±oo to the same operator and the same is true for 
the unitary operators, where we have only to replace t 
by it in our calculations. Especially the contribution of 
the second term vanishes for all y'* 0, therefore also 
for all functions zjJ(y) with zjJ(O) = O. But these functions 
are dense in the Hilbert space, therefore the unitary 
operators exp(iHyt) converge strongly (compare the gen
eral Theorem in Ref. 3, Chap. VIII, pp. 20, 21), 

We turn now to the behavior of the form. The form 
corresponding to Hy is 

h(zjJ, zjJ)=~ i~ dx \~_~12 +yzjJ(0)2 

and the form domain is the same for all y'*± 00. Evident
ly these forms do not converge on the whole domain 
either for y - + 00 or for y - - 00. But they converge (and 
coincide) on the smaller domain of functions satisfying 
zjJ(O) = O. This is the form domain corresponding to the 
self-adjoint operator H~. Again a general theorem4 tells 
us that this is sufficient for the strong resolvent con
vergence of the operators, 

III. BOUNDARY CONDITIONS AND ADDITIONAL 
POTENTIALS 

To every boundary condition (except y= - 00) there 
belongs a probability measure d/ly on the path space and 
we can consider now the influence of an interaction po
tential V along with different boundary conditions. 
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Defining the Brownian functional 

we consider the expectation functional 

u(t, x) = ~~y[{(Xt)] = Ex,Aexp(- A V(t))j(xt) ] 

= Ex,o[exp(- yt*(O, t) - AV(t)j(Xt )] 

and its Laplace transform 

;;(a, x) = Ex.oUo ~ exp(- at - yt*(O, t) - AV(t)) 

Xj(xt ) dt], 

Assume that constants Cl and c2 exist such that c2 "" V(x) 
"" Cl' Then the Laplace transform exists for all a with 
Rea> Max(O, - yl yl, - yl yl- cl ) and 

(Hy + AV - a)fi=j. 

So u(t, x) satisfies the differential equation 

au=.!.a 2u_ AV at 2a? u, 

We check that the boundary conditions are satisfied, 

= yU(a, 0), 

We had to assume V bounded so that (a - H y t 1 Vu is well 
defined. 

We ask again about the continuity properties in y as 
well as in the coupling parameter A, For fixed y, 
fi(a, x) and u(t, x) are differentiable in A. But they are 
also jointly continuous in yand A, independent of the 
sign of y and A. Considering the limit y - ± 00 we do not 
have the explicit structure to deal with. Resolvent con
vergence can easily be seen using the series 

(Hy + AV - a)-l = (Hy - atl B [AV(Hy _ a)-1]., 
.=0 

which converges uniformly for (Hy - a)-l < l/AI VI. Due 
to the gap between the continuous spectrum and the 
eigenvalue, we can easily find an ao such that the in
equality is satisfied for all y with I y I > YO(AV) and all 
a = a o + ii3. Nevertheless the convergence will not be 
uniform in a o just as was the case in the absence of a 
potentiaL So adding a bounded potential to the Hamil
tonian does not change the continuity properties with 
respect to the boundary condition. 

IV. SINGULAR POTENTIALS 

So far we have only considered the effect of bounded 
potentials, But the main purpose of this paper is to 
discuss singular potentials, especially if different 
boundary conditions can weaken the influence of a sin-
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gularity. We expect also that continuity properties with 
respect to the boundary condition will change, if we 
consider potentials with their singularity at the origin 
(other singularities are completely analogous to the 
case y = 0 independent of the chosen boundary condition), 
because the wavefunction may be singular at the origin 
so that the condition yu{O) = u'{O) does not make sense. 

We will regularize our potentials by bounded poten
tials V.(x) satisfying lim._oV.(x) = V(x) pointwise with 
the possible exception of x= O. For these potentials the 
measure dlly. on the path space is well defined and we 
will consider whether there exists one or more weak 
limit points of these measures, how they depend on y, 
and whether varying y together with 10 can lead to new 
results. 

We have different possibilities to proceed. We can 
examine directly the differential equation, but this is 
only useful if the solution is a well known function, 
where we can discuss the 10 dependence explicitly. On 
the other hand we can try to discuss E;~y· directly which 
can only be done conveniently if the potential is not too 
singular. The last, most general possibility, is to con
sider how the paths themselves are changed by the in
fluence of the potential. 

A. The differential equation 

Let us consider the example V{r) = l/r with the reg
ularization V.{r) = l/(r + E). Then the solutions of the 
differential equation 

( - ~~ + r ~ 10 + a) cp( a, r) = 0 

are the Whittaker functions M k•1 /2{r + E) and Wk •1 /2(r + d 
with k = - A-//2a. 

We have to consider the 10 and y dependence of U(OI, a). 
The general theoryz.s tells us that 

u{a, a) = J dr!{r)CPr{a, a), 

where CPr{ 01, a) satisfies the above differential equation 
for a § r with the additional condition 

lim CPr{ a, r - E) = lim CPr (01, r + d, 
.-0 ,-0 

lim cp~(a, r- E) = lim cp;(a, r + d + 2, 
,-0 ,-0 

provided the Laplace transform exists, which is guaran
teed if A? O. In order that the above integral exists 
CPr{ 01, a) has to vanish for r - 00 and it has to satisfy the 
boundary conditions for a= O. 

The behavior of M k •1 /2 and Wk •1 /2 at the origin is 

M k•1 /2(a + E) = a + E + O«a + E)2) 

Wk,l /2{a + E) = [1/('(1- k)][l- (a + E)/2- k{a + E) 

X{l)i(l- k) - 2l)i(1) - 1} - k(a + dlog{a + E) 

+ O«a + E)2)log{a + E) ] 

with l)i( .) the digamma function. 

The ratio of the contribution of M k •1 / 2 and Wk •1 / 2 de
pends on y. If we suppose Y is fixed, then this ratio 
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tends to a limit as 10 - 0, namely only M contributes, 
independent of the y we start with. On the other hand we 
can imagine that this ratio! is fixed and y varies as a 
function of 10, 

y(€) ;:::+kf'{l- k) 1 logE I. 

Therefore y tends to + 00 or - 00, depending whether the 
potential is attractive or repulsive. Of course the limit 
y- - 00 is dangerous (since we have no convergence of 
the unperturbed measure) and must not be included, the 
other limit is already excluded because we can only con
sider repulsive potentials. Let us assume y fixed such 
that! is an equicontinuous function of y and 10 with re
spect to k, i. e., with respect to A and 01. We want to 
check whether this continuity is preserved for U. We 
have to calculate cP, knowing that only Wk •1 / 2 decays at 
infinity. Therefore 

CPr { a, a) = 8{r - a)A[Mk •1 /2{a + E) + fWk.l /2(a + E) 1 
+ 8(a - r)BWk•1 /z(a + El, 

A and B satisfying 

or 

A[Mk •1 /2(r + E) + fWk.l /2(r + E) 1 = BWk•1 /2(r + d, 

A[M~.l /z(r + d + fW~.l dr + E) 1 = BW~,l /z(r + E) + 2, 

2W 
A= M'W-MW" 

2 [M+!W] 
B= M'W-MWI' 

Evaluating U(OI, a) we notice that Wand M have no sin
gularities in the considered region. So the only singular
ity that could lead to trouble belongs to M'W - MW' = 0 
independent of! or y. But for y= +00 (which corresponds 
to the l/r potential in three dimensions) we know that 
the resolvent is bounded and the strong limit of the re
solvent corresponding to regularized potentials, so A 
and B are well defined and this singularity does not 
exist. 

Taking into account that for fixed 'Y and A? 0 the 
Hamiltonian is bounded from below we can conclude that 
for fixed y the measures dll;, converge weakly for E - 0 
to a unique measure dll:' [since lim,_o!(Y, E) = 0] and if 
we now consider the limitA- 0 then dll~~ converges to 
absorbing Brownian motion. 

B. The expectation functional 

We turn now to estimates that are more tailor made 
for the diffusion problem since we deal directly with the 
expectation functional. Following the ideas of Ref. 1 
we have to evaluate 

u(t, x) = EJexp{- yt*(O, t) - AJo ~ V,(y,)t*(y, t) dy)!(x t )], 

where V.(y) is some regularization of the singular po
tential V(y), not yet specified. 

As in Ref. 1, we can estimate 

J V.(y)t* (y, t) dy = J <1 V,(y)[t*(y, t) - t*(O, t) 1 dy 
~n • 
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and use such a regularization that the last integral tends 
to a finite limit as E - 0. As an estimate for the first 
term we use the fact that for all 7J < t there exists a non
negative random variable R~ with 

I t*(y, t) - t*(O, t) I ~ y~R~, 
If therefore the potential is less singular then r-3

/
2 we 

see that a limit is obtained as E - ° and this limit d~ 
is continuous in y and A and equivalent to dll;, as long 
as y*oo and Y *00, For y_+oo it tends to a limit dJJ.~ 
which is equivalent to d JJ. 00' Nevertheless d ~ will depend 
on the special choice of regularization, L e., on 
lim" _ of v. (y) dy. The only exception is absorbing 
Brownian motion. Here the expectation of t*(O, t) = 0, 
since paths that come to the origin do not contribute. 
Therefore the special value of the limit cannot change 
the result and we can even omit the restriction on the 
regularization, so that it must be finite. This uniqueness 
of the regularization corresponds to the well known fact 
that in two and higher dimensions potentials smoother 
than r-3 / 2 are Kato-tiny and give therefore a unique 
self-adjoint Hamiltonian. 6 

We ask for the existence of the Laplace transform 
which corresponds to the boundedness from below of the 
Hamiltonian. We have the following contributions. 

(a) A jY>1 V.(y)t(y, t) dy 

This can give a shift to a proportional to A, correspond
ing to a bounded potential. 

(b) At+( 0, t) h<1 V. (y) dy. 

This is a term similar to the boundary condition and we 
know already that such a term gives a shift proportional 
to A2. 

(c) A jY<1 V.(y)[t+(y, t) - t+(O, t)] dy. 

Here we use again the estimate with R~ with the addi
tional information that R~ < (t+(y, t)]1/2. Therefore, this 
last term only rises with .ff so that we know that - at 
will always win provided Rea is big enough and the 
Laplace transform exists. 

Finally we want to find the connection between the two 
different approaches for the 1/r potentiaL Evidently 
our regularization of Sec. N, Part A does not satisfy 
the requirements of Part B, namely f y<1 V. (y) dy does not 
converge. For y=oo this requirement was not essential 
and both approaches lead to the same result. But for 
y * 00 this is no longer true and f y<1 V. (y) dy tends to in
finity for E - O. But in Part A we had to restrict our 
interest to positive A and in this case also in our pres
ent approach the integral converges to the one corre
sponding to absorbing Brownian motion. 

V. THE PATH SPACE VIEWPOINT 

As already mentioned the most general information 
about the influence of singular potentials can be obtained 
by considering the paths directly. The general theory 
can be found in Ref. 7 and the references cited there. 
We recall the main facts: Consider the two normalized 
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measures dJJ.y and dJJ.w on the path space in one dimen
sion with dJJ.w corresponding to free Brownian motion 
3.nd dJJ.y defined by the Radon-Nikodym derivative 

~~; = N(T) exp [- A iT v(x(t» dt] . 

Then the path Y starting at c at t = ° is obtained by the 
stochastic differential equation 

dY = a(Y(t) , t) dt + dW(t) , 

with 

a(x, t) 
aB(x, t)/ax 

B(x, t) 

and B(x, t) satisfying 

aB 1 a2B at = - Z--a-? + AV(x)B, 

B(x, T) '=1 

uniquely, provided a(x,s) is continuous and la(x,s)1 2 

~ const(1 + 1 x 12) for ° ~ S ~ T. Furthermore N(T) 
=B(c, 0,-1. 

In order to use this general theory we have to intro
duce a connection between diffusion in one dimension 
and diffusion in half-space; namely a path Y(c, t) in 
half-space starting at point c > 0, can be associated with 
a path Y(c, t) in one dimension according to 

Y(c,t)= IY(c,t)l. 

A. Boundary condition 

We consider the path Yy(c, t) in one dimension. For
mally the differential operator can be written as 

1d2 
-Zd?+y6(x) 

and the 6 function can be approximated by regularized 
potentials ~o(x). Define Bo(x, t) as the solution of 

aBo la2Bo () 
Tt=-z~+y~o x Bo, 

with Bo(x, T) '= 1. Then for 6 - 0, Bo converges to By 
satisfying 

aBy 1 a2By 
aT=-Z ax2' x*O, 

yBy(O, t) = a:: (0, t), t * T, 

By(x, T) = 1, x*o, 

Explicitly 

By(x, t) 

= i"'I2/i'-t) [exp(-(x-y)2/2(T-t) 

+ exp(- (x + y)2 /2(T _ t»] + 1000 

dy 

f +OO 2' 
x dk-

k 
z~ exp[ik(x + y) _ (k2 /2)(T _ t)] 

_00 - zy 

+ 8(- y)v'2TY\ exp[- I ylx + (Y/2)(T- t)] 
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for x > ° and B(x) = B(- x) which can be obtained by using 
the generalized eigenfunctions of the differential equa
tion. Then we have to find the solution of the stochastic 
differential equation 

dYy(c, t) = a,. (Yn s) ds + dW(c, t) 

with a,. = (a/ax)lnBy• For y*oo, a,. has no singularity and 
satisfies the inequality a;(x, t) ~ K(l + x2) and the general 
theory applieso The measures dJJ.y are equivalent to the 
Wiener measure with Radon-Nikodym derivative * 0. 
For y_oo we obtain absorbing Brownian motion with 

B~(x,t)= y [exp(-(x-y)2/2(T-t)) f
~ d 

o ..J2{T - t) 

- exp(- (x + y)2 /2(T - t))] 

=limBy(x,t), x>Oo 

a~(x, t) has a singularity of the form x-1 at the origin, 
since B~(x, t) "'x and (a/ax)B~(x, t) is a nonzero function 
of t for x - 0. Nevertheless the differential equation can 
be solved uniquely (corresponding in fact to three
dimensional Brownian motion, see ReL lL It follows 
that paths reaching the origin have zero probability with 
respect to the new measure [that can be seen also from 
the normalization factor N(x) = B(x, 0), which is = ° for 
X= 0]. Therefore it is impossible to return from ab
sorbing Brownian motion to reflecting Brownian motion 
and the probability measures are not equivalent. The 
limit y - - 00 does not exist, a,. going to infinity propor
tional to y (only the bound state contributes) in complete 
agreement with our previous discussiono 

B. Boundary condition and singular potential 

Considering the effect of singular potentials we have 
to deal with two regularizations, that of the potential 
and that of the {j function. The effect of the second one 
is not changed by an additional potential. So we have to 
solve the differential equation with the boundary 
conditions 

aBy,.=_];.a
2
By '+AV B 

at 2~ • y," 

a 
yBy .(0, t) =-a By .(0, t), t * T , x' 

By,.(x,T)=l, x*o. 

As in Ref. 1 we do not really try to find the solution 
but are satisfied with an approximation for the singular
ity of the potential. In Ref. lone can find the complete 
discussion for y= 0. There the approximation had the 

form 

Bo,.(x, t) = exp[JJ.(t) W(x)], 

where JJ.(t) = const for t ~ 0. 99T going smoothly to zero 
for 0.99T~t< T. 

We assume further that 
a 
-a Bo .(0, t) = ° x ' 

so that the boundary condition is satisfied 0 

Assume further that Bo,.(O, t) = 1 [which fixes W(O)]. 
Then we can get an approximation for arbitrary y by 

By,.(x, t) = By (x, t)Bo,.(x, t)o 

The Br,.(x, t) satisfies the differential equation with a 
potential 

2AV(X, t) = JJ.W" + JJ.2 W 'G +2jlW+ JJ.W,aBy B;l 
ax 

together with the boundary conditions at x = 0. If B o,. 
was a good approximation for V, so By,. should be, be
cause we get only the last term in addition to the previ
ous one and this term is for y * 00 less singular than WI/. 
If y = 00 we have an additional singularity of the kind 
w' x-1 which will be of the same order as that belonging 
to WI/. To argue why this approximation really gives 
the correct answer and the behavior in the time interval 
0. 99T < t < T cannot change the behavior of the paths 
significantly, we use the following result (partly con
tained in Ref. 7): 

Theorem: If the potential is such that the Hamiltonian 
has one ground state uo(x) with eigenvalue 0, isolated 
from the rest of the spectrum, then the Y process has 
a limit as T - 00, which is a temporarily homogeneous 
Markov process obtained by choosing 

B(x, t) = uo(x), a(x, t) = u~(x)/uo(x)o 

If the potential is such, that the Hamiltonian has gen
eralized eigenfunctions u(k, x) that are continuous in the 
energy-eigenvalue k, then a(x, t) converges to u'(O, x)/ 
u(O, x), where u(O, x) satisfies [- t d2/dx2 + V(x) ]u(O, x) 

=0. 

Proof: B(x, t, T) can always be written as (neglecting 
degeneracy) 

B(x, t, T) = fo ~ u(k, x)u*(k, y) exp[- k(T- t)]dkdy 

+ 6 J Ui(X)Ut(Y) exp[ - Ei(T - t)] dy, 

where the u(k, x) are the generalized eigenfunctions and 
the Ui are the eigenfunctions for the eigenvalues E i' We 
are really interested in a, 

B' . fo V(k, x)u*(k, y) exp[ - k(T - t)] dk dy + ~ fu;(x)uf(Y) exp[ - E/(T - t)] dy 
a=If= ~~ fo ~u(k, x)u*(k, y) exp[- k(T - t)jdkdy + ~fUi(X)uf{y) exp[ - Ei(T _ t)jdy 0 

Now either H has a separated ground state, then 
Uo exp[ I Eo I (T - t)] will dominate for T - 00 and 

a = u~(x) /uo(x) 

or the last term is not present. In this case we can 
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~ransform it to 

. fo~u '(kiT - t, x)u*(k/T - t, y) exp(- k) dk dy 
a = ~l:r.: fo~u(k/T _ t, x)u*(k/T - t, y) exp(- k) dk dy 

u'(O, x) 
= u(O, x) , 
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using the continuity property of u(k, x) in k. The condi
tion of the above theorem is satisfied8 if 

fo~ dx xl v(x) 1<00, 

i. e., if the potential vanishes sufficiently at 00 and is 
less singular than 1/r2 at the origin. The first condition 
is not really a restriction, since we are only interested 
in singularities at the origin and can therefore assume 
that the potential has finite range. The condition at the 
origin is satisfied, if we consider the regularized 
potentials. 

We will not really use the above theorem since we 
are mainly interested in finite T, but here the continuity 
property of the generalized eigenfunctions tells us that 
u(O, x) deals with the singularity at the origin in the same 
way as the other eigenfunctions do. Therefore it is suf
ficient to examine the path space for B(x, t) = u(O, x) for 
t ~ O. 99T provided the ground state energy of the se
quence of Hamiltonians does not go to - 00. In this case 
the only dominating contribution is given by the ground 
state and has to be examined. 

VI. SPECIAL TYPES OF SINGULAR POTENTIALS 

We tUrn now to the discussion of the special types of 
Singular potentials and follow completely the discussion 
in Ref. 1. 

A. Behavior for ex < 1 

Since 

then 

a(x, t) = /J. sgn(x)( Ixl + E)'l 

and 

2AV.(X) = /J.{3(1 x I + {)a-I + 2/J.<5(x){8 + /J.2(1 xl + E)2E. 

Therefore choose {3 - 1 = - ex and adjust /J.. Notice that 
{3 > 0, so the term proportional to the <5 function vanishes 
and the regularization does not mix between different 
boundary conditions. Also /J. is uniquely determined (we 
have to adjust it in accordance to A and the boundary 
condition), therefore we have only one limit point. 

B. Behavior for 1 ~ ex < t 
Bo(x, t) = exp[- /J.(lxl + E)1-1l /(1- {3)], ex= 1 + {3 

and 

a(x, t) = - /J. sgn(x)( I x 1+ E)-a. 

Again we can find regularizations for all y such that for 
every E the boundary conditions are satisfied. But if we 
vary now the boundary condition in addition to the po
tential the term which arises is smoother than the high
est singularity already contained in By. So it seems 
natural to vary the boundary conditions and we can really 
say that different regularizations lead to different bound
ary conditions. For y=oo things are different. For every 
{ and /J., /J. sgn(x) (I x I + E)-a is smoother than sgn(x)( I x I )-1 
which is already present due to the boundary condition. 
Therefore we cannot get to y== 00 if we start from y*oo 
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regarding this kind of regularization. On the other hand 
starting already with y= 00 the singularity corresponding 
to the boundary condition dominates so that we cannot 
obtain any other boundary condition by a suitable 
regularization. 

C. Behavior for t ~ ex < 2 

Here we have to deal with regularizations depending 
on the strength of the potential. The detailE:d form can 
be found in Ref. 1. The behavior with respect to the 
boundary condition is analogous to the region B. 

D. Behavior for ex = 2 

This point is the critical point in the operator theory. 
On the other hand we have rather explicit solutions, so 
that it is worth discussing it in detaiL We choose for 
t < O. 99T 

B(x) =a(y, E)(I x I + d· +b(Y, {)(i x I + d-, 
with 

8.=t±v'2A+l!4. 

We can assume that a and b are adjusted to fit the bound
ary conditions. First we have to consider if we are real
ly allowed to restrict our interest on the beginning of 
the continuous spectrum. For A? - i we know that the 
form corresponding to the potential is bounded by the 
form corresponding to the Hamiltonian and so is the 
form corresponding to a regularized potential. There
fore we will not have eigenvalues for y'--. 0 and for y < 0 
eigenvalues can occur, but they are bounded from be
low by - Y. (The corresponding fact holds for A, B, and 
C above, though in the present case the ground state 
eigenvalue may also depend on A.) 

(a) First we consider the region - i < A < %. 
a8.( Ixl + E)B.-l +b8jlx I + {)B_-l 

a(x, t) = sgn(x) a( I x 1+ E)B. + b( I x 1+ d-

and 

v.(x) = A(lxl + E)-2 + (a8.E 8
.-Il- +b8J<5(x)C1 • 

To satisfy the boundary condition 

or 

a8.{8+ + b 8_{8-

aE9• + bEB- YE 

a(EY- 8.) 8 " 
--':,-------"- E • ~ -

8_ - {Y . 

If we therefore fix the boundary condition, then b tends 
to zero for all y and the differential equation for the 
paths converges to one corresponding to a (28 + 1)
dimensional Bessel process2 (notice that 8. > t and t 
corresponds to a two-dimensional Bessel process), 

a(x, t) "" 8.(1 xl + {)-1. 

On the other hand the effect of changing the boundary 
condition leads to a singularity that is of the same or 
smaller order of magnitude as the singularity belonging 
to the potential, so we can regard it as belonging to the 
regularization and fix, e. g., a and b. Then, near x = 0, 

a(x, t) '" sgn(x)[(a/b) 8.( I x I + {)8.-Il __ 1 + 8j I x I + E)-I] 
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for b", 0 (b =: 0 corresponds completely to the previous 
discussion) and 

y(~) :::; (a/b) e+~8+-8_-1 + e_c1• 

In the region of A we consider the second term is the 
dominating one for a as well as Y. If A> 0 then e_ is 
negative, i. e., we regularize with an additional attrac
tive potential whereas for A < 0, e _ is positive and we 
regularize with a repulsive potential so that if we think 
of regularization as adding an additional potential con
centrated at the singularity then the additional potential 
works in the opposite direction to the initial one. 

We have neglected the contribution of the ground state 
which may exist. For A < 0 and yeA, ~) the form is posi
tive definite, so we need not worry, For A> 0 yeA, El 
goes to - 00, but it can easily be shown that in the con
sidered region the ground state-eigenvalue remains 
bounded from below. For the eigenfunction of the free 
Hamiltonian 

i
~ A 

(<pI V. I <p) =: exp(- 2yr)2ydr~) 
o r+E 

cancels the effect of the ground state (0..; Ie_I"; 1) and 
combinations <p + <p, <p E: H cont can be estimated by 

and 

so they stay bounded from below too, and our considera
tions give the correct answer. 

(b) A=-i 

Here e + = e _ = i and the most general solution is 

B(x, t) =: a(y, E)(lx I + E)l /2 + bey, ~)(Ix I + ~)1 /2ln(lxl + E:) 

and 

a + b In( I x I + ~) + 2b 
a(x, t) = sgn(x) 2[a( Ixl + E) +b(lxl + E) In( \x\ + Ell . 

As in the previous case the term proportional to b is 
the dominant one, so that for fixed y and ~ - 0, 

b=:a 1/2-EY -0 
(1/2) InE - bYE InE 

for any choice of Y. On the other hand we can also fix 
the ratio of a and b and obtain different results as in (a), 

(c) For A? % we realize that we have only one B that 
satisfies the requirements. p(x, y, t), the probability to 
find a particle at point x at time t, if it was at point y 
at time 0 should be an integrable function of x. As is 
discussed in Ref. 1 

p(x,)', t) =: B(x, t)<p~(x, t)IB(O, 0), 

where <p,(x, t) satisfies 

olj! lo2lj! 
ay=Z ox2 - AV<p, 
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lj!y(X, 0) = o(x - y), 
o<p 

y<p{O, t) = ax (0, t), t'" O. 

Evidently Band <p are singular at the same point, name
ly x = O. If therefore p E: L 1, Band iJ! have to belong to 
L2 and this holds only for the B corresponding to e. since 
e _ ..; - ~ if A? %. Thus one must choose b = 0 in the solu
tion for B and no arbitrariness remains. Closer to the 
path space viewpoint is the following argument: Consider 
the stochastic differential equation 

dY(t) = dW(t) + eY(t)-1 dt 

subject to the initial condition that W(O)= yeO) = c > 0, 
In order that this equation make sense yet) has to be 
bigger than zero. What happens afterwards has to be 
defined. We restrict our interest on the paths till they 
hit the origin and calculate 

E [ 1 mln(T ,TO) YdY(t)] = eE[ r. mln(T ,TO) dt] 
o . 0 

+ E[jomln(T ,TO) YdW], 

where TO is the time when Y hits the origin. The last 
expectation value is zero, since we are dealing with 
martingales. Calculating the first expectation value we 
use 

YdY= iCdy2 - dt) 

and obtain 

Therefore we realize that for e..; - t the last value is 
nonpositive and so E[y2{min{T, TO»]"; c2 which means that 
almost certainly all paths come to the origin in a finite 
time and something serious happens. Consequently, we 
cannot find a useful solution of the stochastic equation 
for e -'S - t. This situation reflects the fact that for 2AV 
= (e2 _ e) Ix 1-2, and A? %, the solution with e -'S - t is 
unacceptable, and only one solution is allowed just as 
in the formulation of the problem as a differential 
equation. 

(d) We turn to the remaining region A < - t, 
Here e. and e_ become complex which already indi

cates that something fundamental happens, In fact we 
have already mentioned that the Hamiltonian does not 
remain bounded from below. There already exists a 
large amount of literature about the possible extensions 
of the Hamiltonian, self-adjoint or not self-adjoinL 9,10 
Nelson'sll method is closest to the spirit of this paper, 
because he uses Feynman integrals, the imaginary cor
respondence to Wiener integrals, But since Nelson 
stays on the imaginary time axis he is not affected by 
the divergence of the ground state energy. 

Let us concentrate on the problem corresponding to 
absorbing Brownian motion and consider a regulariza
tion V,(x) = A( 1 xl + E)-2. Then the eigenfunctions corre
sponding to the eigenvalue - C

2(El are12 

with v = in \ A \-1/4. 
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The eigenvalue c2 is defined by the boundary condition 
<J!(O) = 0, i. e., 

IiJ(EC) =I_v(Ec). 

Therefore we conclude c(E)=coc1
, co*O. 

Now the ground state gives the leading contribution 
to 

a,(x, t) 
(I x I + E)-l 12[Iv - 1_,'] + (I x 1+ d 12COC1[I~ - I~] 

(Ixl + E)172Uv - I . .vl 

Qualitatively, this expression is given by (Ixl +E)-l 
times a term involving (for small E) tan[v'2IAI-1/4 
x In(l + I x I Idco], and thus has no unique limit as E - 0 
for any x value. This behavior is characteristic for 
other boundary conditions: C(E) is always going to infinity 
such that Jv{i I x I c) is not uniformly continuous in I x I for 
all E, corresponding to the fact that the bound states 
become more and more concentrated at the origin. 
Therefore the path space viewpoint fails here for this 
type of regularization. Similarly Meetz13 has shown that 
such regularizations do not lead to a self-adjoint (or to 
any) extension of the operator. 

E. Behavior for a > 2 

Here we have to distinguish between A~ 0 (correspond
ing to the region A ~ i for a = 2) and A < 0 (corresponding 
to the region A < - t for a = 2). For A> 0 and any 'Y there 
is only one choice of regularization (see Ref. 1) leading 
to absorbing Brownian motion. 

For A < 0 the contribution of the ground state, the en
ergy of which goes to - 00, leads to nonconvergence of 
a,. 

F. Behavior for ?v<-2 + J.IX-CY., a > 2 

We can choose B""B_2B_0l • If 11 is bigger than zero 
then B _Ol has the winning singularity. Therefore differ
ent choices for B_2 do not change the result and we have 
only one solution that corresponds to absorbing 
Brownian motion. 

If 11 is smaller than zero we have to determine 

1209 J. Math. Phys., Vol. 17, No.7, July 1976 

whether A big enough can save us so that we can control 
the ground state. But a scaling argument shows that this 
is impossible. The 1/r2 potential is not strong enough 
to keep the particles away the origin so we cannot treat 
the problem on the level of Brownian motion. 
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We consider time reversal invariant canonical quantum field theories in which 7T = q;. We show that if the 
theory has a mass gap, the vacuum is an analytic vector for the time zero field cf>(j). With the additional 
assumptions of Poincare covariance, cyclicity of the vacuum for the time zero fields, and a domain 
condition on the Hamiltonian, we show that the Schwinger functions of the theory determine a Euclidean 
covariant Markov field theory. We also consider the implications of a bound of the form ± cf>(fY :s; H + y(j) 
for the behavior of the ground state at large field strength. We show that such a bound implies that the 
vacuum is an analytic vector for 1cf>(J)!i /2+ '. 

I. INTRODUCTION 

In his 1960 thesis (see also Ref. 1), Araki studied 
canonical, time reversal invariant quantum field 
theories in which 7T=i[H, 1']. Such theories have 
Hamiltonians which are infinite dimensional analogs 
of - ~A + V, with V a real valued function of finitely 
many variables. As Araki (implicitly) shows, the in
finite dimensional analog of - ~A + V in a Hilbert space 
where the ground state, no, is the function identically 
equal to one, is a Hamiltonian which is a Dirichlet 
form. We use this result as our starting point. 

In finite dimensions with appropriate restrictions on 
the potential, V, it is known2- 6 that the eigenstates of 
- ~A + V decay exponentially. In Sec. II we prove a re
sult of this type for the ground state of an infinite di
mensional theory: Under the assumption that Hno = 0, 
H ~nt?o m > 0, we show that no is an analytic vector for 
1'U), with bounds dependent only on m, t, and 
(no, l' (f) no) (see Theorem 2.2). 

The exponential decay of the eigenstates of - ~A + V 
(analogous to what is found in Theorem 2. 2) is to be 
expected when V does not grow at infinity. If, however, 
V behaves like I x I i at infinity it is knownl that the 
eigenstates of - ~A + V are analytic vectors for 
Ix li/2+1. We recover a result of this type in the infinite 
dimensional case: Assuming a bound of the form 
± l' (f)i ~ H + y{f), we show that the vacuum is an analytic 
vector for I l' (f) li/2+1 (see Theorem 2.5). 

The above results require neither cyclicity of the 
vacuum for the time zero fields nor any consequences 
of Poincare covariance. If, in addition to the existence 
of a mass gap, we impose the requirement of transla
tional invariance and demand the spectral condition, 
the Glimm-Jaffe V1' boundS is shown to imply that for 
fE L2 (, L1, no is an entire vector for 1'{f). In Sec. Ill, 
we assume that no is a cyclic vector for the time zero 
fields and that the theory is Poincare covariant. We 
discuss a condition under which the Hamiltonian gen
erates a positivity preserving semigroup, {exp(- tH)}t>o' 
All that is needed there is that the Dirichlet form 
actually determines the Hamiltonian. A generalization 
of a theorem of Gross9 (in whose proof we correct a 
gap) then gives the fact that exp(- tH) is positivity pre
serving. (This is not surprising in view of the results 
known for - ~A + V. ) It is then shown, using an idea of 
Frohlich's10 that the resulting Euclidean region field 
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theory (shown to exist by Simon11) is actually Euclidean 
invariant. 

We conclude by discussing some open questions. 

II. THE BEHAVIOR OF THE VACUUM FOR LARGE 
FIELD STRENGTH 

In the following, K will denote a real Hilbert space 
and L ~ K a linear subset of K, dense in K. The symbol 
( , ) will denote the inner product in K. 

We assume there exists a complex Hilbert space H 
such that, for eachfE L, 1'{f) is a self-adjoint operator 
in H satisfying 

exp[icp(Xf + g)] = exp[iXcp{f)] exp(i1'(g)], f, gee. L, Xc: R. 

(2.1) 

In addition, we assume the existence of a nonnegative 
self-adjoint operator H inH and a distinguished vector 
noE H lwhich we normalize so that (no, no) = 1] such 
that 

(a) for eachfc: L, exp[i1'(f)] no C:.D (v'H), 

(b) for eachf, gc: L, 

(exp[i1'(f)] no, H exp[i1'(g)] no) 

= ~<t, g)(exp[i l' (f) ] no, exp[i1'(g)] no). 

(2.2) 

(2.3) 

Equation (2.3) was given by Araki in his 1960 
Princeton thesis and in Ref. 1. He derived this result 
in the framework of canonical quantum field theory, 
invariant under time reversal, with 7T=i[H, cp]. We 
sketch his proof for the convenience of the reader: 

Instead of the relation 7T{f) = liH, cp(f)] which involves 
three unbounded operators, assume the equation 

[exp[ - i cpU)], [E, exp[icp (g)])] 

= (f,g) exp[- i1'{f)] exp[i</> (g)], (2.4) 

which follows formally from 7T{f) = [iH, cp (f)] and the 
canonical commutation relations [rr(f), cp(g)] = - i(f, R>' 
Assume the existence of a vector no and an antiunitary 
operator T such that 

Hno=O, Tno=n o, THT-1 =H, Texpli</>(f)]T-1 

=expl-i¢{f)]. (2.5) 

We then can compute 
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(exp[i¢ (j)] 0 o, H exp[i¢(g)] 00) 

= (00' exp[ - i¢ (j)] H exp[i¢ (g)] 00) 

= (T exp[- i¢(j)] H exp[i¢ (g)] 00, 00) 

= (exp[i¢ (j)] H exp[ - i¢(g)] °0,°0) 

= (00' exp[i¢ (g)] H exp[ - i¢(j)] 00)' 

Thus 

(exp[i¢ (j)] 00' H exp[i¢ (g)] 00) 

= t(Oo, exp[ - i¢{f)] H exp[i¢(g)] 00) 

+ ~(Oo, exp[i¢ (g)] H exp[ - i¢(j)] 00) 

= Hoo, [exp(- i¢ (j), [H, exp(i¢ (g»]] 00), 

which because of Eq. (2,4) gives Eq. (2.3), 

Although Araki's derivation of Eq. (2.3) (which we 
henceforth call the Araki formula) is formal, it indi
cates that the Araki formula should be true in many 
interesting cases including some where H is not of the 
form t J 1T2(X) dx + V(¢). We state below some of the 
situations in which it is easy to prove the Araki formula 
along with the domain condition Eq. (2.2): 

1. Schrodinger operators: Let H = Ho + Z be defined 
as a sum of the quadratic forms Ho = - tt. and Z = V + T, 
where V is a nonnegative measurable function with 
D(V1!2)nD(Hl/2) dense in L2(RN) and T is a real distri
butionwith±T"'aHo+b, a<1. Let H =L2 (R N ,dNx), 
K = R N

, and suppose ¢ (a) is multiplication by the func
tion (x, a) = Lf.l x ja j • Then if 00 is any real eigenfunc
tion of H with eigenvalue Eo, the Araki formula holds 
with H replaced by H - Eo, for any j, gEL =K = RN. 

2. Suppose H=Ho+J: (¢):g(x)dx-E(g) is the 
spatially cut-off P(¢ h Hamiltonian or H is the infinite 
volume P(¢ h Hamiltonian in the small coupling theories 
of Glimm, Jaffe, and Spencer. 12 Then the Araki formu
la holds with 00 the vacuum state. In the spatially cut
off case we can take K = L = L2 real (R1

, dx) and in the in
finite volume case L = real ex> functions with compact 
support (this can certainly be improved). In both cases 
we have of course (j,g) = f j(x)g(x) dx. 

We expect that the Araki formula will hold in all 
P(¢ h infinite volume theories as well as the ¢~ theory. 
For the more interesting (!) ¢i interaction, perturba
tion theory "predicts" an infinite field strength renor
malization is necessary and this would invalidate the 
Araki formula. (However, whether or not the field 
strength renormalization is actually infinite is not yet 
known. ) 

We also expect the Araki formula to hold in the scalar 
and pseudoscalar Yukawa field theories (in two space
time dimensions). This is because the Schwinger func
tions of the theory are real13 and thus on the boson 
Hilbert space Hb [H b is the smallest subspace contain
ing the vacuum and invariant under exp(- tH) and 
exp(i¢(j)] we can define an antiunitary operator T satis
fying Eq. (2. 5). [Note that here H should be replaced 
by Hb = H ~ H. The operator Hb still satisfies Eq. (2. 4)]. 
The reason ~or going to H b instead of working directly 
on H is that in pseudoscalar Yukawa, the usual T 
operator satisfies T¢ (j) T-1 = _ ¢ (j). 14 
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The above remarks and Araki's derivation of Eq. 
(2.3) are given for motivational purposes only. In the 
following we assume only the structure discussed at 
the beginning of this section which is summarized by 
the Eqs. (2. 1)- (2.3). We do not assume the existence 
of a self-adjoint operator 1T(j). 

Our present purpose is to generalize the Araki 
formula. 

Notation: If {jj};'.1 is an orthonormal sequence from 
L,. and F: RN - C is a Borel function we write 
F=F(¢(fl),'" ,¢(fN»OO if the right-hand side is in 
H. The dependence of F on {jj};":,1 will not be indicated 
but will be clear in context. 

Proposition 2. 1: Suppose {j;};'.1 is an orthonormal 
sequence from L. Suppose Fi> F2 : RN - C are continu-

A ~ 

ously differentiable with F j and a J F j in H. Then 
Fi ED (IH) and 

,.. ..... 1 -"'- -""'-
(Fi> HF 2) = 2(VFi> VF2), (2.6) 

-"- -"- N -""- ~ 
where here (VF, VG) is shorthand for Lhl(a j F, ajG). 

Remark: It is because of Eq. (2.6) that we call H a 
Dirichlet form. 

The proof of Proposition 2.1 is a simple exercise in 
approximating the functions F j by exponentials for which 
Eq. (2.6) reduces to the Araki formula. It is given in 
Appendix A. 

We would now like to use Eq. (2.6) to bound 
II exp[¢ (j)] 0 0112 =(exp[¢(j)] 00, exp[¢(j)] 00) when there 
is a gap in the spectrum of H above zero: 

Theorem 2.2: Assume Eqs. (2.1)-(2.3) and suppose 
in addition, 

H~O&"'m>O. 

Then if j ELand (j,j) /2m < 1, we have 
00 ED(exp[ ¢ (j)]) and 

(0o, exp[2¢(j)] 00) 

'" y exp[2(00, ¢ (j) 00)](1 - (j,j)/2m)"l, 

where y is a universal constant. 

(2.7) 

(2.8) 

Remark: This result is essentially the best possible 
if nothing more is assumed. For if we consider the one
dimensional Schrodinger Hamiltonian H = - i(d2/ dx2) 
+ V(x) with V(x) = - A1i(X - a) there is one bound state 00 
if A> 0 with HOo = - mOo. We can explicitly compute for 
a 2 < 2m, 

(0 o, exp(2ax) 00)=exp[2a(00, xOo)](1- a 2/2m)-1 

in agreement with Eq. (2.8). 

In the following we prove Theorem 2. 2 assuming that 
for p = (J,j)/2m(1, 00ED (exp(¢{f»). This assump-
tion is proved in Appendix B. 

Making this assumption, we know from Eqs. (2.6) 
and (2.7) that 

(exp[¢(f)] 00, H exp[1/> (f)] °0)= t(J,j) (00, exp[2¢(f)] 00) 

'" m{11 exp[1/>(f)] 00 112 - (00, exp[1/> (f)] 00)2} 

and thus 
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(no, exp[2¢(f)] no)':;; (1- pt1 (no, exp[¢{f)] no)' (2.9) 

Iterating Eq. (2.9) gives 

(2.10) 

In the limit N - 00 we get Eq. (2.8) with 'Y = II;=1 (1 _ 4-nt 2n• 

We remark that a technique similar to the above was 
used by Ahlrichs5 to find explicit bounds on eigenfunc
tions of atomic Hamiltonians. 

Using a cut-off version of exp[¢{f)] this method 
could be used to prove the bound Eq. (2.8) if one knew 
in advance only that (no, ¢(f)no) was finite. However, 
in Appendix B we modify a technique of Combes and 
Thomas,2 which immediately gives the fact that no is 
an analytic vector for ¢(f). 

We remark that the bound we have just derived allows 
the extension of the field 1Ji{f) '" ¢(f) - (no, ¢(f)no) from 
L to K as a self-adjoint operator on the sub-Hilbert 
space spanned by {exp[i¢{f)] no:fE L}. The details are 
left to the interested reader. 

Before leaving the subject of Theorem 2.2 we give 
one corollary whose easy proof (which we omit) employs 
the Cauchy integral formula for the derivatives of 
F(z1, ••• ,zn) = {no, exp[L; Z i1Ji{fi)] no}. 15 

Corollary 2.3: Under the assumptions of Theorem 
2.2 the field 

(2.11) 

which we can extend to the complexification of L by 
linearity obeys the bound 

I (no, 1Ji{fi) •• 0 1Ji{fn) no) I.:;; {3nn! .rr «Ji ,fi) 12m)1 / 2 (2. 12) 
.=1 

for some universal constant {3, andfi in the complexifi
cation of L for each i. 

We now continue our study of the decay properties of 
the ground state to see what can be said when the po
tential grows at infinityo We first prove a lemma which 
shows that in our formalism certain growth conditions 
imply others. 

Lemma 2.4: Assume Eqs. (2.1)-(2.3) hold and sup
pose that for some fixedfE L and some positive 
integer j, 

(2.13) 

as forms on the set1)/={F(¢{f» no :FE S(R1)}. Then 
again as forms on 1), we have 

(2.14) 

and if A? 0, j> 1, 

(2.15) 

Proof: It is enough to consider the case (J,f) = 10 We 
prove (2.14) first and thus assume that j is odd. Let 
e:R -[0, 1] be CW with e(x)=o if x.:;;~, e(x)=l if x~ 1. 
Define e(x) = e(- x). We denote multiplication by e(¢(f» 
by 8 and similarly for e. Thus as forms on 1), 
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I ¢(f) Ii =e¢{f)i8 - 8¢{f)i{j + (1- 82 - ( 2) I ¢(f) Ii 

.:;; C (eHe + 8H8 + 1) + 1. 

We will have proved (2.14) if we can show that 

8He .:;; C'(H + 1), (2.16) 

and similarly for 8. If FE S(R1), then 

(F, eHei) =ille'F+ eF'112.:;; IIeF'I12 + II ~112 
.:;; b(i IIi'I12 + IIFI12) = b(F,HF) + (F,F». 

This proves (2 016) and thus (2. 14). To show (2. 15), 
note that 

C1H - Al ¢(f) I =C1H - I ¢(f) Ii + I ¢(f) Ii - Al ¢(f) I 

~ - C1 + inf(xi - AX) = - C1 - C 3"J/(i-t>. 
,. .. 0 

This completes the proof of the lemma. 

Theorem 2. 5: Assume Eqs. (2. 1)- (2.3) hold. 

(A) If for some fixedfE L and some positive integer j 

±A¢{f)':;;C(H+1+Ai f{J-ll) ifj>l, (2.17) 

±¢U)':;;C(H+1) ifj=l, (2.18) 

as forms on 1),. Then no is an analytic vector for 
I ¢(f) 1{j/2+1) or in other words for some 0' > ° (andf 
dependent) 

-1 
(no, I ¢U) I nrlo) .:;; O'"(n! )<il2+1) • (2.19) 

(B) If for allfE L and some seminorm 1·1 on L 
±¢(f)':;;H+lfI2 (2.20) 

as forms on1)" then for some universal constant ~ 

(no, I ¢ (f) I nno) .:;; (en! (I f I (f,f)1 / 2 )")1 / 2 

for allfE L. 

(2.21) 

Remarks: (1) Bounds of the type Eqs. (2.13), (2.14), 
and (2. 17) have been known in certain field theory 
models for quite some time. In the P(¢)2 theories such 
bounds were first given by Glimm and Jaffe, 16 who de
rived a bound analogous to (2. 13) for the more singular 
Wick polynomial. A simplified proof was later given by 
Guerra, Rosen, and Simon17 (see also Ref. 18), and 
based on their work Frohlich19 derived bounds of the 
form (2.17) with an explicit dependence on the smearing 
function f. Although none of these authors seem to con
sider the non-Wick ordered ¢{f)i explicitly (except for 
j = 1,2), the relevant bounds follow easily from their 
methods. More recently bounds of this type for ¢ and 
: ¢2: have been proved for the two-dimensional Yukawa 
model,20-22 and in the ¢~ model (see Ref. 22) and refer
ences given there). 

(2) We have not kept track of the dependence of the 
constant 0' in Eq. (2.19) on the smearing function f al
though with more work this could have been done. We 
have isolated the bound (2.20) because the Glimm
Jaffe \1 ¢ bounds is of this form [i. e. ± ¢(a J) 
.:;;H + ~ (J,f)]. 

Proof of Theorem 2.5: By the spectral theorem we 
can write [no, F(¢(f»no] = J dll (x) F(x) for some prob
ability measure II on R. We use the abbreviation <.F) 
= J dll (x) F(x). Consider the bound (2017) which we 
write for FE S (R1) as 
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Optimizing with respect to A, we find 

I (x IF 12) I' ~ d(F, (H + l)fr) (I F 1
2/-1, (2.22) 

which also holds if we are in the case j = 1. We now 
proceed under the assumption that all the moments 
(Qo, I ¢(f) I nQo) are finite and show later how to justify 
this. Choose e as in the proof of Lemma 2. 4 and let 
F(x) = 8 (x) x(n-1l /2. Then (2.22) yields for n ~ 3 

(e2(x) Ix In)' ~ d1 {n
2(e2(x) Ix In-3) 

+ (82 (x) Ixln-1) +1} ·(e2(X) Ixl n-1)j-1. (2.23) 

If Yn==(lxl ne2(x»n-na, {3=(-b+1)-1, then (2.23) implies 

y~ ~ d2 {Yn-3 + Yn-1 + 1} Yn-/ -1. 

Using the inequality C/Ili {31-1IJ ~ (l/j) Cl' + (1-1/j){3, we 
find the linear recursion relation 

Yn ~ d3( Yn-3 + Yn-l + 1), 

which yields Yn ~ pn. The same procedure works for 
(e 2(_x)lxl n), and thus we getEq. (2.19). To show that 
the moments are finite, one can first replace Ix In by 
Ix In exp(- Ex2). The recursion relation analogous to 
(2. 23) yields bounds independent of E> ° and thus one 
can take E \ 0. 

The proof of part B is similar and is omitted. 

Remarks: (1) Similar theorems have been proved in 
the finite dimensional case by Simon7 who used a gen
eralization of the Combes-Thomas technique. 2 To 
carryover into the infinite dimensional theory, Simon's 
method seems to require a bound of the form rr2 (f) 
~ C(H + 1) and more information about the domain of 
m than we have assumed. However, his method would 
Work in the P(CP)2 model where a rr2 bound is available 
from estimates of Spencer. 23 

(2) A similar procedure using Wick ordered monom
ials : cpj: (f) fails because : cp': (f) Qo is not in the domain 
ofm. 

We now discuss the Vcp bound of Glimm and Jaffe. 8 

In order to do so, we need to introduce some additional 
structure appropriate to a translation invariant quantum 
field theory. We assume Eqs. (2.1)-(2.3) with 
L = Sreal (RS), K =L2reu(RS,dSx). In addition we impose 
the following conditions: 

(T1) U(ao, a) = exp(iaoH) exp(- ia· P) is a continuous 
unitary representation of the translation group in s + 1 
dimensions. 

(T2) The joint spectrum of (H, P) is contained in the 
forward light cone, {p E Rs+1 : Po ~ I pi}. 

(T3) U(O,a)exp(icp{f))U(O,-a) =exp(icp{fa), wherefa(x) 
=f(x- a). 

(T4) (Qo, CPU) ¢(g) Qo) as a function on S xS is con
tinuous in each variable separately in the topology of S. 

We remark that if we are given (T1)-(T3) and a mass 
gap, then (T4) is satisfied. [In fact, all the moments 
(Qo, cpUt )· •• cpUn) Qo) are tempered. ] This follows from 
Corollary 2. 3 and the result that (Qo, ¢ (j) Qo) = c ft(x) dx. 
The proof of this formula is nontrivial because we do 
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not know a priori that (Q o, cp(j) Qo) is tempered. Our 
proof in Appendix C makes use of a theorem of 
Liouville in number theory. 

In any case given (T1)- (T4) we have 

Theorem 2.6 (Glimm-Jaf!e 8): For any unit vector a, 

± ¢(a' vI> ~ H + t (f,/) 
as forms on {frQ o : F E S (RN), N ~ O}. 

Since our formalism differs slightly from that of 
Glimm and Jaffe, we sketch a proof: We call a the j 
direction and consider the expression 

t(exp[ - icp(f)] F, (H - P) exp[icp(j)] F) 
+ t{exp[ - i¢(j)]fr, (H + Pi) exp[ - icp(f)]i), 

which by assumption is nonnegative. By explicit calcu
lation, using Eq. (2.6) and (T3) above, we find this ex
pression is equal to 

Hi, F) <I,f) + (ft, Hi) + lim (l/a)(sincp(fa -f) F, U(O, ae,)F'), 
a-O 

where fa (x) = f(x - ae,) and ej is a unit vector in the j 
direction. Using assumption (T4) above, it is easily 
shown that the last term above is just - (F, cp (v J) i) 
and thus the result follows. 

Corollary 2.7: Suppose Eqs. (2.1)- (203) hold with 
L=Sreu(RS) and in addition (i)H~nFm>O, (ii) (T1), 
(T2), and (T3) hold. Then for any fE L the vacuum is an 
analytic vector for cpU). 

Proof: Consider the field 1jJ{f) == cp(j) - (no, CPU) Qo). 
By Corollary 2.3, I (Qo, 1jJ{f)ljJ(g)Qo) I ~Cllfll2l1gl12 so 
that assumption (T4) above holds. This we have by 
Theorem 2.6 

II exp{t[ljJ(v,f) ]2} Qo II < 00 for some t> 0, 

and hence II exp[ljJ(vjf)] Qoll < 00 for allfE L. [In fact 
one can show that (Qo, exp(1jJ(V if» no) ~ exp(tllf 11 211 V J 11 2 ),] 

Using a Coo partition of unity in momentum space, we 
can write for any E> ° 

f=g+t Vjlj , 
i·1 

with/j ELand II g 112 < E. Thus 

(Qo, exp[ 1jJ(j')] Qo) 

~ (Qo, exp[pIjJ(g)] QO)1/P h (Qo, exp[pIjJ(v i l j )]no)1/P 
J=1 

with P =s + 1. The first term is finite by Theorem 2.2 
(if E is small enough) and thus the result is proved. 

We remark that if 1jJ{f) is extended tolE L2real (see 
the remark after Theorem 2.2), the bounds we have 
proved show that Qo is analytic for 1jJ(j) for all 
fE L2real' 

III. CANONICAL WIGHTMAN FIELD THEORIES 

In this section we consider some implications of the 
structure discussed in the last section in a field theory 
satisfying the Wightman axioms. We will also impose 
additional restrictions. We first assume: 

(A) ¢,H, Qo satisfy Eqs. (2.1)-(2.3) with L =Sreal(RS
) 

and <I, g) = J dSx f(x) g(x). 
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(B) H ~n~ >-0 m > O. 

(C) For convenience of notation we assume 
(no, ¢(J) no) '" O. 

In addition we assume that the vacuum is cyclic for 
the time zero fields: 

(D) The linear span, j)o, of {exp[i¢{j)]no:fEL}is 
dense in K. 

We remark that this last condition is unproved as of 
this writing in the infinite volume P(¢)2 theories, al
though we expect it to hold. 

In addition to the conditions (A)- (D), we want to make 
an assumption which guarantees that the matrix ele
ments of H between vectors in j)o already determine H. 
We make this precise by assuming: 

(E) j)o is a form core for H. 

Note that if H does not satisfy (E), the closure of the 
Dirichlet form defined by H onj)oxj)o gives a self
adjoint operator, H o, which satisfies (A), (B), and (E) 
above, but Ho may be totally irrelevant to the physical 
theory, 

The set j)o may look rather small to be a form core 
for H, but in fact condition (E) is equivalent to assum
ing a much larger set of vectors is a form core, To 
better explain this, we introduce some more notation: 
Let 

111Ji11+1 = IIYH+1~11, IJiEj)(fil) 

and note that with this norm, j) (fil) becomes a Hilbert 
space which we denote H.1• By definition, a linear set 
Q ~j) (fil) is a form core for H if and only if Q is 
11°11,1 dense inH.1• 

As we mentioned after the proof of Theorem 2.2, the 
bounds of that theorem allow the extension of ¢(o) from 
L to K =L2 real (R S

). We assume this to have been done. 
Define 

j)1 = U {F(¢{fl)'·", ¢(fN» noEH: {tJt:l N=1 
an orthonormal sequence from K; FE C1(RN), 
t;FEH, i=l,o .. ,N. 

Lemma 3.1: Assume (A)-(D) above. Then 
j)1~j)(fil) and j) 0 is 11'11'1 dense inj)l. If ft, GEj)I' then 

.... .... 1 -"- .../'--

(F,HC) = 2 (VF, vc). 

Proof: The proof is exactly the proof of Proposition 
2. 1 after we have established the following facts: For 
eachfE K, 
exp[i¢(j)]noEf)(v'H), and iffn -f, then II exp[i¢(f)] no 

- exp[i¢(fn)] no II +1 -0. 

The proof of the latter involves a simple computation 
which we omit. 

The basic content of this lemma is that instead of (E) 
we could have equivalently assumed that j)1 was a form 
core for H. 

The main reason we have assumed (E) is that with it 
we can prove that exp(- tH) is positivity preserving, 
[Here and in the following we assume that we have al-
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ready made a unitary transformation so that H 
=L2(M, dw) with ¢(j) a multiplication operator on 
L2(M, dW) and no, the function identically equal to 1. 
Then exp(- tH) is positivity preserving means that if 
fEL2(M,dw) andf>-oO, then exp(-fH)f>-OO. This defini
tion as is readily checked, does not depend on (M, w).] 
The basic idea behind our proof of the fact that exp(- tH) 
is positivity preserving is due to Gross9 who proved 
this result using stronger assumptions, (Gross' proof 
in Ref. 9 contains a gap which we will fill below. ) 

Theorem 3,2: Assume (A)-(E) above. Then 
{exp(- tH)}t"O extends to a positivity preserving contrac
tion semigroup on LP(M, dW), PE [1,00], strongly con
tinuous for PE [1,00). 

Remarks: 1. All the conclusions of the theorem are 
independent of the measure space (M, w). An easy way 
to see this is to notice that they all follow from the fact 
that exp(- tH) is positivity preserving. (See Ref. 24 for 
example. ) In our proof we make a special choice of 
(M,w), 

2. Assumption (B) is far stronger than is needed in 
the proof of this theorem. 

3. In a recent preprint, Albeverio and Hoegh-Krohn25 

have also studied Dirichlet forms on infinite dimensional 
spaces and their relationship to Markov processes. 
They have proved a version of Theorem 3.2 under the 
assumptions that the canonical commutation relations 
are satisfied in Weyl form and that rr{f) noE L~(M,dw). 

Proof of Theorem 3.2: We first note that since H 
commutes with complex conjugation we can assume that 
all LP spaces are real. The basic idea is to show that 
for each FE f) (H), the inequality 

(3.1) 

holds for PE (1,2], with Fp= (sgnF) IF IP-l. The result 
follows from this inequality and general theorems. 
Formally Eq. (3.1) is trivial, for V Fp = (p - 1) IF IP-2v F 
and thus V Fp 0 V F;" O. However, there are two problems 
with this formal manipulation. The first is that even 
for FE Co (Rl), VFp may not be in L2(M, dW) if PE (1,2]. 
This problem will be overcome by an analytic continua
tion argument which allows us to deal with P < 2. Sec
ondly, we have yet made sense out of V for arbitrary 
FE f) (H). (In his proof, Gross avoided the second prob
lem by making stronger assumptions, but his proof con
tains a gap because he did not consider the first prob
lem at all.) 

Choose an orthonormal basis {ei}7=1 for K with ei E: L 
and define V S; L as the set of all finite linear combina
tions of the e;'s. Let lH'=II7=IR, the Cartesian product 
of countably many copies of the one point compactifica
tion of the real line. Let 

Co=linear span{exp[i¢{f)] no :!E V} 

and note that Co is dense inH (and in fact 11'11+1 dense 
inH+1). Thus by a standard version of the spectral 
theorem there is a Borel probability measure w on M 
and a unitary map U from H onto L 2 (M, dW) so that uno 
= 1 and U¢(e;) U-l =Mx. (multiplication by the ith co
ordinate function). In t'he following we suppress U and 
identify H with L 2(M,dw). 
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If Fre.L2(M,dw) and G:R"-R satisfies 
F(xl' ••• , xn, ••• ) = G(xl, ••• ,x") for almost every 
x = (xl' ••• ,x",, ,,) re. M, will not distinguish between F 
and G. Thus define 

C1 ={FE L2(M, dw) :FE c 1(Rn) for some n ~ 1, and 

F, a;F are bounded for i=I, ... ,n}, 

If F, Gre. C1 then we have 

W, HG) = i J dw(x) «VF)(x), (VG) (x »'2' 
where we have introduced the notation ( ')'2 for the inner 
product in l2 and where V is the ordinary gradient. In 
the following it will be convenient to think of V F as a 
vector in L 2(M,dw;12)' Thus V is a mapping from C1 
into L2 (M, dw;12)' We would like to extend this mapping 
from C1 to [) (.fii). This is easy because the equality 

II V F 11~2( M,dw;!2) = 211.fii F II ~2{ M,dw) (3.2) 

says that V is a continuous map from the dense subset 
C1 of H +1 into L2 (M, dw;12) and thus has a unique contin
uous extension to fI .. 1• 

We need to know that in some sense V acts like dif
ferentiation. In particular, let gre. Cl(R), with 
Ig'(x) 1 ~ C. We claim that if Fre.[)(.fii), then goF 
(0 means composition) is in [) (.fii) and 

VgoF= (gl of)VF. (3.3) 

To prove this, choose FnE C1 with" Fn - FII+1 - ° and 
Fn - F pointwise a. e. Then since Ig(x) 1 ~ C Ix I + 19(O) 1, 
goF"EH and since Fnre. cl(Rm) for some m =m(n), we 
have goFnE C1 and 

VgoFn = (g' oFn) VFn• 

Since g' of is bounded, (g' of) VFre. L2(M, dw;12) and 
as is easily seen 

II VgoF" - (g' of) VF II L2(M,dw; '2) 

~ II (g' oFn - g' of) VF IIL2(M,dW;!2) 

+ C II V(Fn - F) II L2( M,dw;IZ) - 0, 

as n - 00. (The first term - ° because 19' 0 F" - g' of I 
- 0 a. e. and is dominated by 2C.) Thus V go F n con
verges to (g'oF)VF inL2(M,dw;lz)' In particular 
VgoF" is Cauchy and thus by Eq. (3.2) so is Iii goF". 
Since Iii is closed g of is in [) (Iii) and by the definition 
of V on H+t, Eq. (3.3) holds. 

We now prove a version of the inequality Eq. (3.1). 
Suppose Fre.[)(II). Define for E> 0, pre. (1, (0), 

gt(x)=x(l+exZ)-I12, g2(X) = (sgnx) Ixl p-1, g=&ogl' 

F, =gl of, (F,)p=g2 of, =goF, 

{
x/lxi, xi'O, 

sgnx= 
0, x=O. 

Note that gHx) = (1 + ex2)-3/2, g2(x) = (p - 1) I x 11'-2 are 
continuous for p ~ 2, and g' is bounded. Thus since 
[)(.fii)::2[)(II), goF=(F.)pre.[)(.fii) for p~2, and 

V (F,)p = (p - 1) IF, 11'-2 (1 + €F2)-3/2V F, P ~ 2. 

Thus for p ~ 2, 
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(W,)p,HF)=i(p -1) J dwlF, 11'-2(1 +EF2)"3/2 (VF, VF)Z2' 

(3.4) 
Define h(p) = (p -1)"t«F,)p, HF) for pre. (1, (0) and notice 
that because (F,)p is an L2(M, dw) valued analytiC func
tion of p in Rep> 1, h also has this property. We want 
to show that h(p) is nonnegative for pre. (1,2). For this 
purpose note that for p ~ 2 

(3.5) 

with Q= Iv'EF, 1 ~ 1 and R = (1 + EF2)-3/2 (VF, VF)Z2' 

The right-hand side of Eq. (3.5) is analytic in 
Rep> 2 while the left is analytic in Rep> 1. Thus to 
calculate the left-hand side for pre. (1, 2J, we can choose 
Po> 2 and expand the right side in a power series around 
Po. This gives 

2(fE1p-2h(P)=~ f [(p-!1)lnQ)" IQlpo-2Rdw. 

Each term in the series is nonnegative for pre. (1,2] so 
that h(p) ~ ° in this region. Thus again for pre. (1,2], 
Fre.[) (II) and ;\ ~ 0, 

II (F,)p lip' II (H+ ;\)F III' ~ (W,)p, (H +A)F) ~ ;\«F.)p, F). 

Taking the limit E" 0, yields for pre. (1,2], A ~ 0, 

II (II + A)F III' ~ AIIF III' Y Fre.[) (II). 

With R(z) = (II - z)-1 we conclude that 

IIR(-A)Gllp~A-lIIGllp, all Gre.L2(M,dw), ;\> O. 

Thus the closure of R(-;\) in Lp (which we denote by 
Rp(- ;\» satisfies the same bound. Since R(- A) and 
Rp(-;\) agree on L2, Rp is a pseudo-resolvent. We now 
refer to an argument of Yosida26 which shows that Rp 
is the resolvent of a closed linear operator, HI" The 
main point here is that one can show that the null space 
of Rp(-;\) is empty, a fact which is equivalent to the 
condition that H is closable in LP, with closure HI" The 
Hille- Yosida theorem then shows that exp(- tHp ) is a 
contraction semigroup on Lp [which agrees with exp(- tH) 
on L2]. By duality exp(- tH) ~ L1>, pre. [2, (0) is a contrac
tion semigroup and by a limiting argument the same is 
true on Ll and L~. If 1 ~f~ 0 we have 

exp(- tH)(I- f) ~ 1 a. e. , 

and thus exp(- tH) 1 = 1 implies exp(- tH) f ~ 0. Thus 
exp(- tH) is positivity preserving. The strong continuity 
of the semigroups on Lp, pre. [1, (0) follows from the 
strong continuity on L2. This completes the proof. 

As was first noted by Simonll in the context of quan
tum field theory (see also Klein and Landau24 for another 
proof) the fact that exp(- tH) is positivity preserving 
means that it is the transition function for a Markov 
process and that one is thus dealing with a "Euclidean" 
field theory. Specifically, we have the following 
theorem. 

Theorem 3.3: Assume (A)-(E). Then there exists a 
probability space (Q,L, (.1.) with Q=S'(R9+1), ~ the (J

algebra generated by the Borel cylinder sets of S'(Rs+l) 
which satisfies: 

(a) Let T t and R be respectively the point transforma
tions on S'(Rs>1) implementing time translations and re-
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flections in the t = 0 hyperplane. Then R and T tare 
measure preserving and jJ. is ergodic with respect to T t. 

(b) If 0n(t) =n01(nf) is a delta converging sequence [we 
take 0lE5(R1), 01~0, 11 01 11 1 =1], thenforfE5(RS

) the 
limit 

lim<I>(f® 0n)=<I>(f® (0) [<I>E S'(Rs+l)] 
n· ... 

exists in every Lt>(5'(Rs+l),~, djJ.) for P < 00. We denote 
by ~o the a-algebra generated by {<I>(f® (0) :fE 5 (Rs)} 

and by Eo the conditional expectation relative to ~o. 

(c) Let (U(t)F)(<I» =F(Tt<I». Then there exists a mea
sure preserving isometry, j, from LP (M,dw) onto 
Lt>(5'(Rs+l),~o,djJ.), pE[l,oo] withj(exp(-ltIH)r

1 

= EoU(t) rHo, Ho=L2(5'(Rs+l), ~o,dll) and jcp(f) 

= <I>(frg (0)' 

(d) Suppose F 1, ••• , FnE n LP(M, dw) and tl "" t2 
"" • , • "" In' Then t><~ 

(no,Fl exp[ - (t2 - t1) H] F2 ••• exp[ - (tn - fn_1) H ]Fn no) 

= f dll (U(t1) jF1) , • '(U(tn) jF n)' 

In particular with <I>(f® 0t) = U(t) <I>(f® (0) we have 

(no, CP(fl) exp[- (f2 - t1) H] CP(f2) ••• exp[ - (fn - tn_1) H] CP(fn) no) 

= f djJ. <I>(fl rg 0t ) .. , <I>(fnrg 0t ). 
1 n 

(3.6) 

(e) The characteristic function J djJ. (<I» exp[i<I> (F)], 
FE 5 (RS+l) , is continuous in the topology of 5 (Rs+l) and 
uniquely determines Il. 

The proof of this theorem will not be given since in 
all essentials it is contained in Ref. 11 (and also in 
Ref. 24). We remark that the reason we can take 5' for 
our measure space and the reason that (b) is true is the 
fact that the left-hand side of (3.6) is jOintly continuous 
in (t l , ••• , tn) and in (fl, ••• ,fn)' Thus we can apply 
Minlos' theorem. 27 The continuity in turn follows from 
the strong continuity of exp(- tH) on LP (211, dw) and the 
fact that II cP (f) lip ""cp IIfl12 for pE [1,00). 

As we have just remarked, the sharp time 
"Euclidean" Green's functions 

SN{[;!;J '= f djJ. <I>(fl('9 0tl) 00 0 <I>(f Nrg Ot) 

are continuous in!.. (f:.. ERN). They also satisfy the 
bound 

ISN{[:O 1 "" i~lll <I> (ti rg 00) II N "" CNN! Elllf; 112' 
Thus, if F 1, ••• , F NE 5 (Rs>l) , we have 

with 

where Ft(x) =F(x, f). Thus 

ISN(!) I"" C1
N

N! ;~lIFi 15 ' (3.7) 

where IF Is = II (12 + 1)1/2 FIIL2(Rs+1). In particular SN ex
tends (by the nuclear theorem) to a tempered distribu
tion on S(RN(s+ll). 
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We have used the word "Euclidean" in quotation marks 
because so far no assumption of Euclidean covariance 
has been introduced. The following assumption (our 
last) should be true in any theory of a Hermitian scalar 
Wightman field: 

(f) Let nN = {(Xl' •.• ,XN) E R N(s+l): Xi - Xj * 0 if i * j} 
and suppose FE CO'(UN). Then 

SN(F) = SN(F(A,a»' (3.8) 

where F(A,a) (xl"'" XN) =F(Axl + a,. ", AXN + a) and 
A is a proper rotation. 

Theorem 3.4; Assume (A)-(F). Then (3.4) holds for 
any F c: 5 (RN(s+l», 

Proof: We write SN(F(A,al) = T(A,a}(F) defining the tem
pered distribution T(A,al' To show that T(A,al is indepen
dent of (A, a) it is enough to show that the derivatives of 
T(A,a} with respect to the group parameters all vanish, 
and because of the group property, this need only be 
done at the identity, (1,0). (A similar technique has 
been used by Nelson. 28) We illustrate with a rotation 
in the (Xl' t) plane where (d/dA) T(RVO} (F) '= T'(F) '= T(F') 
with 

N (a a ) F'(xt, fl' .•• ,xN, tN) =.0 tj -0- - Xli -a - F. 
}=1 Xli tj 

We need only show T'(F) = 0 for F of the form 
It ('9 , 0 'rg f N® f where fi c: CO' (R S

) is a function of the 
space variables andfE CO'(RN

) is a function of the time 
variables, since this set is total in 5 (R N (s+l») in the 
topology of S. 

Choose a function gE Co(R) with the properties 

(a) 0 ""g "" 1, 

(b)g(t)=Ofor Itl""l, g(t)=lfor 111~2, 

and define 

(i) gti (t1, ••• , fN) =g(A(tj - fj»)' 

(ii) F (~) = (.IT>. g;"i) fl rg " 'rg f, 
t J tJ 

with {A} denoting the collection {Aii :N~ i> j? 1}. Note 
that since F{~) c: CO'(UN ), 

T'(F(:\.})=O. 

We will show that taking one Aij to 00 at a time gives 

limT'(F{~)) =T'(F), 

with F = fl ® ' 0 0 rg f N ® f, and thi s will complete the proof. 
We thus consider 

T'(F(:\.I) - T'(F(~I')' 

where F o.I ' is the same as F[~I except that g{/';" is re
placed by 1. The above expression is a sum of two 
terms of the form 

(i) f dt1 •• 'diN G(tl"'" tN)(g{m -1), 
1m 

where G and H are continuous functions of compact sup
port and the prime denotes differentiation with respect 
to t l • The expression (i) tends toward zero as Aim - 00 

by dominated covergence. The expression (ii) can be 
written 
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J dt K(t) g' (Xt) x, 
where K is continuous and has compact support and 
X = X, m' However, a change of variables shows that the 
above is just 

J g' (t)[K(f/X) - K(O)] dt, 

which has limit zero as X - 00 because K is continuous. 
This concludes the proof. 

The idea for the following theorem is due to 
Frohlich. to 

Theorem 3.5: Assume (A)-(F). Then the measure 
J.l of Theorem 3.3 is Euclidean invariant, 

Proof: Consider the functional 

J dJ.l exp[it<I>(FCA,a») =g(t, (A, a», 
Then because of the bound (3.7), get, (A, a» and 
get, (1,0» are analytic in t for IImt 1< C with C> O. 
Expanding exp(it(Fu .. ,a» in a power series around t = 0, 
we see from Theorem 3.4 that 

get, (A, a» =g(t, (1,0» for I t 1< C. (3.9) 

Thus by the analyticity of both sides of Eq. (3.9), this 
equation holds for all real t. 

Define the measure J.l(A,a) by the equation 

J.l(A,a) (A) = J.l «A, alA), 

where (A, alA = {<I>(A,a) : <I> EA} with <I>(A,a)(F) = <I> (F(A,a»' 
Then J.l(A,a) is a measure on L satisfying 

J dJ.l(A,a) exp[i<I> (F») = J dJ.l exp[i<I>(F»). 

By the uniqueness part of Minlos' theorem [part (e) of 
Theorem 3,3] J.l(A,a) = jJ. and thus jJ. is Euclidean 
invariant. 

We have not yet shown that our assumptions (A)- (F) 
imply the Wightman axioms, It is clear from the bound 
(3.7) and Theorem 3.3 that the Sn obey the osterwalder
Schrader axioms29 for Euclidean Green's functions, and 
thus the analytic continuation of the Sn to real time leads 
to a field theory satisfying all of the Wightman axioms. 
However, what is not clear is the relationship of the 
relativistic field to the time zero field, CP(f), In the fol
lowing we will show exactly how the smeared relativis
tic field is related to cp{f) and in the process explicitly 
make the analytic continuation to real time. This analy
tic continuation can be done in one step thanks to a 
theorem of Stein30 (based on the Stein interpolation 
theorem): 

Theorem 3.6 (Stein30): Suppose pet) = exp(- tH) is a 
self-adjoint strongly continuous positivity preserving 
contraction semigroup on L 2(M,dw). Then as an opera
tor on LP, pet) has an analytic continuation, P(z), to 
the sec tor Sp == {z : I argz I< rr /2 (1 - 12/ p - 11)} satisfying 

(a) P(Zt) P(Z2) == P(z! + z2), Zt, z2 ESp, 

(b) IIP(z) 1Ip,p "" 1, ZESp" 

Here and in the following we denote by 1/ 1/ p," the norm 
of an operator as a map from LP(M, dw) to L"(M, dW). 
We will also write P(z) == exp(- zH). 

Lett == (fl"" ,f.), ~ == (Zl,"" zn), and for Rezj > 0; 
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j==2, ... ,n, Rezt;;' 0 define 

Fn([;~) =exp(- ZtH) CP{ft) exp(- Z2H) CP{f2) 0.' 

x exp(- znH) CP{fn) 0 0, (3.10) 

Proposition 3.7: Assume (A)-(F). Then in the region 
S=={z:Rez j > 0, j=1,2, ... ,n}, Fn{f;z) is anL2(M,dw) 
valued analytic function satisfying the-bound 

(3.11) 

where 

~ == ~ax {I tJ I/TJ}, zJ == Tj + itj' 
J "2 

Proof: The stated analyticity follows from Theorem 
3.6 and the fact that cp(f) is a bounded map from LP to 
L" if 00;;' p > q. To prove (3.11), note that 

IIFn(t;~)112 "" Ilcp{fl)llp2,21IcpU2)llp3,P2'" 

x II CPU.-l) Ilpn,Pn_
1

11 CPUn) 1I~'Pn' 

if largz2 1< rr/P2"'" I argzn I< rr/Pn' We also have 
//c{J{f)1I PJ+

1
'Pj "" II c{J{fj)/Ir "" Crt l//j//2 with l/rJ = l/p} 

-l/P}+I' This follows ffom Holder's inequality and the 
bound Eq. (2.12) (we set PI = 2,pn+t = 00). We consider 
only the case n> 1 since the result is otherwise trivial. 

We choose PJ for j == 2, ... , n by requiring 

1 - 2/PJ == YJX, X == min (1 - (trr)-11 argz J I), 
} "2 

where the {YJ}j.2 will be specified in a moment. For now, 
notice that if YJ < 1, then 

1- 2/PJ< X"" 1- (trr)-llargzJ I, j==2, ... ,n, 
so that the requirement largz j 1< rr/pJ is satisfied, The 
requirement that r J be in the interval [1, (0) can also be 
checked for our choice of the YJ, We choose 

yJ==j [1-13(1+ A-+oo,+ ,;n:lj + 1)]. j=2, ... ,n, 

with 

13 == ~ (1 + Jf + .. , + ,In ~ 1 ft . 
Then 

• n r == 2' x-(n-l) Y -t(y _ Y )-1" '(Y _ Y )-t(l _ Xy )-1 
j.l J 2 3 2 • .-1 • 

and 

for j=2, ... ,n-1, y.==t(l-i3). 

Thus 

n r J ""C'X-(·-I) (1 + _1_ + ... + ,!... )'-1 v(n -1)1 
J=t ,f[ Yn-1 

""dnn! x-(n-1). 

Thus I/Fn~;~)112,,;;a'nl x-(n-l)m.l//fJ//2' If X==l
- largz, I (arr)-I,,;; t, then X== (trr)-t tan-t(Tr/lt,l) 
;;. C1 (T,/ It, 1) or X-I"" Cz maxJ =2,." ,,( 1 tJ I/TJ). This com
pletes the proof. 
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We make two remarks about the above proof. Firstly, 
if one is willing to settle for an unknown n dependent 
constant Cn instead of the factor Ann!, then the proof 
simplifies a great deal. Secondly, if one only knows 
that I(no,cf>(j)nno)k (n!)L I/ln, for some norm 1'1, then 
the same argument provides the bound IIFn(f ;z)112 
.;; An(n!)L (1 + ~(n-l)L) TIj=tl Ii I which is certaillly -good 
enough to construct the Wightman field. 

We now define the smeared relativistic field 8(f) for 
f E 5 real (R,·t) . Define . 

i = 1, ... ,n and ~ E S}. 

For IE 5 real (R,'l), let It (x) ==/(x, t) and define for <p EDt, 

81 (j) <p = J dt exp(itH) cf> (ft) exp( - itN) <p. (3. 12) 

Note that if <p ==Fn([ ;~) then 

cf>Vt) exp(- UN) <p == Fn•t (ft, ••• ,In·; 0, Zt + it, .•. ,Zn) 

so that cf>(ft) exp(- itN) <p is continuous in t and by 
Proposition 3 0 7 satisfies the bound 

IIcf>Vt) exp(- itH) <p 112 ';;C(l + Itl n
) lilt 112' 

Thus the operator 8t (f) is well defined on D t and as one 
easily checks is symmetric. Let 82(f) be its closure. 

Theorem (3.8): Let/t, ... ,I"E 5real (R"l). Then no 
is in the domain of 82 ( 1) " , 82 Un)' Let Do be the linear 
span of 

Then the field 

8(j)==82(fHv o 
satisfies the Wightman axioms for a Hermitian scalar 
field. 

Prool: For/j E5real(Rs •t), i==l, ... ,n, define the 
L2(M, dw) valued functions 

Gn(T, t;lt) '" exp[- (Tt - it1) H] cf>Vtt ) 
- - 1 

X exp[ - (T2 + Wt - t2»H] tfI(f2t
2
) ••• 

x exp[ - (Tn + i(tn_t - tn))H] cf>(fnt) nO 

= Fn<tt; Tt - itl , T2 + i(tt - t2), ••. , Tn + i(tn_t - tn» 

and the functions 

Gn (:!:; [) '" J dtt ••• dtn Gn0:, ~;h) 
where again It (x) ==/(x, t). 

Note that from Proposition 3.7 we have 

with Itl=(t~+···+t~)1/2, Tmin=mini,,2{Ti}' and Tmin<Sl. 
By standard techniques of distribution theory31 Gn ex
tends to a continuous function of (rl' ... , Tn) for 
TiE [0, 1]. We will show that 

Gn(.Qj[) = 82 (ft) ••• e2 (fn) no· 

First note that Gn(~' tj/t) E Dl for Tj> 0 and that we can 
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find a linear combination of such vectors to form a 
Riemann sum approximation, G:, to the vector Gn(T;j) 
(Tj > 0 for all i) with the property --

G: - Gn0:j[), 

81(g) G: -Gn.t(O, T1, ••• , Tnjg,jl,"· ,In), 

T j > 0, i = 1, ... ,n. 
The fact that 82 (g) is the closure of 81 (g) then implies 
Gn(~j[)EL)(82(g» and 

82(g) Gn0:;[) = Gn•1(0, T1,···, Tnjg, 11'" 0 ,In) if T j > O. 

(3.13) 

We now proceed by induction. Fi rst note that 82 Vn) no 
= G1 (Oj/n)' Suppose we have alre ldy shown 

82 (fi.l) •• , 82 (fn) no = Gn_/.Q;li.t' ••• , (n)' 

Using Eq. (3.13), we have for Ti•t , .• 0 , Tn> 0 

82(fJ) Gn_J(TJ•t , •. 0, Tn ;IJ'l,' 0 o ,In) 

(3.14) 

= Gn' t _J (0, TJ•l , 0 •• , Tn; Ii' ••. ,rn). 

Thus the continuity of Gn_i and Gn' t_i in T imply 

lim e2(fi) Gn_J(Ti •t , ..• , Tn;li.t, •• 0, In) 
Tj +1 to •• ,Tn'O 

= Gn• t _} (E.;li' .•• ,In) 

and 

= Gn-i@;li.t, ••. ,In)' 

Since 82 Vi) is closed, we conclude Gn_i(O;fj.t,··. ,In) 
EL)(82(fi» and -

82 (fi) Gn-i(Q;IJ.t,·· 0, In) = Gn' t_i (.Q;fj, •.. , fn), 

which when (3. 14) is taken into account reads 

82 (fi) ... 82(fn) no = Gn.t_i@;li , • 0 0 ,In)' 

This concludes the proof of the first statement in the 
theorem. 

The Poincare covariance of the distributions deter
mined by (no, eVt) ••• 8(fn) no) follows from the 
Euclidean covariance of the Euclidean Green's functions 
in a standard way as does locality from the symmetry 
of these functions. The uniqueness of the vacuum is ob
vious from our assumptions. Cyclicity of the vacuum 
is a consequence of the fact that the vectors 
F n(T1, ••• , Tn;/!> •.. ,In) Ti> 0 are limits of linear com
binations of 8(gt)'" 8(gn) no. Finally the spectral con
dition follows from H?'o 0 and Lorentz invariance. 

IV. CONCLUDING REMARKS 

We have investigated some of the consequences of 
the Araki formula in quantum field theory. Here we 
will mention some problems which we have not 
considered. 

Because it was not necessary for the results which 
we have obtained, we did not assume the existence of a 
self-adjoint operator, 7f. However, the structure of a 
theory satisfying the Wightman axioms is quite rich, 
and thus it is not clear that the axiom scheme presented 
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in Sec. III does not already imply that the theory is 
canonical in the Weyl sense. If the theory is canonical 
in the Weyl sense, there is an interesting question 
which can be asked: The Weyl relations imply that the 
measure w [which can be thought of as a measure on 
5'(R")] is quasi-invariant (and conversely). Is the cor
responding Euclidean measure, Il, 5(Rs+1) quasi
invariant? If this is so, is the Radon-Nikodym deriva
tive dJ.L(<I> +j)/dll(<I» measurable relative to the (J

algebra generated by {<I> (g) : suppg;;;; suppj}? Positive 
answers to these questions could lead to a parametriza
tion of such theories in terms of an interaction density. 
(This has been discussed by Frohlich. 16) 

Finally another interesting problem not considered 
here is the question of self-adjointness and locality (in 
the sense of commuting spectral projections) of the 
Wightman field, ()(f). 

APPENDIX A: PROOF OF PROPOSITION 2.1 

Let jJ. be the probability measure on RN (guaranteed 
to exist by the spectral theorem) for which 

(ft, G) = f djJ.(X1, ... ,xN)F(X1, .• ' ,xN) G(X1'.'. ,XN). (A1) 

Assume first that the functions Fi of the proposition 
are in the Schwartz space 5 (RN) with Fourier trans
forms i\ E CO' (RN). The Riemann approximations to the 
integrals 

Fj(x) = (27T)-N/2 f dNpF/(p)exp(ix'p) 

are just finite sums of exponentials for which Eq. (2.6) 
is the same as Eq. (2.3). We can find sequences Fin of 
Riemann sums with IIFin-Fillw and lIoj(Fin -Fi)II~-O 
and thus by dominated convergence in Eq. (A1), 

- -~ ~ r.;. Fin-Fl , ajp·tn-ojFt. BecausevHlsclosed, Eq. 
(2. 6) follows for F j E CO'. By using the same reasoning 
it is easy to extend this result to all FiE 5 (RN) by multi
plying by a suitable sequence of smooth cutoff functions 
in p-space. If now F j is continuously differentiable with 
F j and "ilFi bounded, convolution with a suitable se
quence of approximate delta functions Pn produces 1I'lIw 
convergence of Pn * F j and "ilPn * F j and thus leads to 
Eq. (2.6) for such functions. Finally, if F j and "ilFi are 
not bounded, but are continuous, then multiplication by 
Xn(x) = X (x/n) with XECO'(RN), X(x)=l for Ixl.:::1 yields .......... 
(2.6) by a dominated convergence argument if F j and 

-r;F; are in H. 

APPENDIX B: PROOF OF THEOREM 2.2 

We will show that if joE L with \to,Jo) = 1, then 
II exp[t¢(fo)]noll< 00 if t2/2m < 1. 

By the spectral theorem we have 

W(¢(fo» no, G(¢(fo» no) = f dll (x) F(x) G(x) 

for some Borel probability measure J-L on R. 

Let Q = {rE L2(R, dll):f,J' are continuous; 
j'EL2(R,dJ-L)}. Thenforj,gEQ the equation 

(j,Hg)=i fl'(x)!f(x)dJ-L(x)=h(f,g) (El) 

defines a sesquilinear form h on QX Q with h(f,j) ~ O. 
It is clear that since m is closed, h is closable and its 
closure h (with form domain Q) satisfies 
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h(f,g)=(j,Hg) for allj,gE Q. 

Thus there exists a nonnegative self-adjoint operator K 
in L 2(R,dll) with1)(v'K)=Q such that for allj,gE Q 

(f, Kg) = (YKj, v'Kg) = (j, Hg). (B2) 

Note that since 11m JI12 ~ m(IIJII2 - I (no, 1) 12) for all 
fE Q, Eq. (B2) implies 

11v'K fll~ ~ m(llfll~ -I (1,j) 12), fEL)(v'K) 

and thus K~/~ m > O. 

We now define another form on QXQ [it is just 7T(fO) 
in disguise] by the equation 

P(f, g) = ii f dll (1' g - Jg'). (B3) 

Note that P is symmetric. Also note that for /,gE Q, 
XE R we have 

(exp(iXx)j, K exp(+ iXx) g) = (f, Kg) + Xp(f,g) 

+ (X2/2)(f,g) (B4) 

so that 

± Xp'::: h + 71.2/2 (B5) 

(which is just the Glimm-Jaffe8 7T-bound). Equation 
(B5) implies that p is a small form perturbation of Ii 
and thus can be extended to a form p with form domain 
Q =1) (..fR). 

From here on our proof follows Combes and Thomas. 2 

We define the form (for all complex z) 

h(z) =h + zp + z2/2 (B6) 

with form domain Q. Then there is an m-sectorial 
operator K(z) such that 

(f, K(z) g) =h(z) (f,g) 

and the form domain of K(z)=1)(v'K)=Q (see Kat032 ). 

A calculation similar to that leading to (B4) yields 

exp(- iXx)K(z) exp(iXx) =K(z + X), XE R. 

The family of operators K(z) is a holomorphic family 
of type B 32 so that the eigenproj ection 

P(z) = (21Ti)-1 r I (s - K(Z»-l ds 
JIS <6 

is analytic in z for sufficiently small I z I. Let /(x) 
= exp(- x2). Then for X real 

exp(- iXx) P(O)j= P(X) exp(- iXx)j. (B7) 

However the right-hand side of (B7) has an analytic 
continuation [L2 (R, dll) valued] to a disk I X 1< r and thus, 
for sufficiently small It I, exp(tx) E L2(R, dll). 

As we mentioned after Theorem 2.2, the above argu
ment is only necessary to prove the finiteness of 
(no, ¢(fo) no). We illustrate the technique by showing 
that if tE R, t2 /2m < 1, and exp(tx/2) E L2 (R, d Il), then 
exp(tx) E L2. (Repeated application of this result will 
then show that if t2 /2m < 1, then exp[t¢{fo) noE H and 
hence prove the theorem. ) Thus let 

Ge(x) = exp(tx) exp(- EX2 /2). 

A computation similar to the one leading to Eq. (2.9) 
gives 
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II G. ,,~ = (1 - (t2!2m) a )-1 " G. II ~ (B3) 

with 

a = (J (1- EX/t)2C.(X)2 dll)!II G. II~. 

If we can show that (1 - (t2/2m) a )-1 is bounded in E as 
E" 0, the monotone convergence theorem will then show 
that exp(tx) E L2. 

Note that 

a = 1 + (E!f2) {J dll(x)g(x) exp[-g(x)H/"C.II~ 

with g(x) = tX(EX/t - 2). Now gexp(- g).:;; exp(-l) and by 
Jensen's inequality 

II GII~;, exp[ J dll (2tx - Ex2)];, C for EE [0,1]. 

and thus a .:;; 1 + J3E/t2• This completes the proof. 

We mention that if the set of vectors, span of 
{exp(i1>(f)]Oo :fE L}, is assumed to be a form core 
for H, then the Combes-Thomas technique gives 
results for all eigenvectors of H which are finitely de
generate with isolated eigenvalues. 

APPENDIX C: TRANSLATION INVARIANT LINEAR 
FUNCTIONALS ON S (RN ) 

We say that a linear functionall : S (RN) - <C is trans
lation invariant if 

l(fa) =l(f) VaE RN, V fE S(RN) 

where fa (x) =f(x - a). 

The main result of this appendix is the following 
theorem. 

Theorem C: Suppose 1 is a translation invariant lin
ear func tional on S (RN

). Then 

(C1) 

We remind the reader that the above result is trivial 
if 1 is assumed to be continuous. 

We begin the proof by showing that the theorem is 
equivalent to the equality of two subspaces of S (RN). 

Let 

V=linear span {([exp(ip.a)]-l)j:fES(RN), aER1 

Vo=VE S :f(O) = O}, 

and define 1 (f) '" 1 (1), where 1 is the Fourier transform 
of f. Then clearly 1 is translation invariant if and only 
if 1 vanishes on V. Note also that 1 is of the form (C1) 
if and only if nf) = Cf(O). Thus since we can write 
f(P) =f(O) exp(- p2) + (j(p) - f(O) exp(- p2), 1 is of the 
form (C1) if and only if 1 vanishes on Vo. Hence the 
theorem will be proved if we show V = Vo. (This equality 
is false for the analogous subspaces if in Theorem C, 
S is replaced by Ll. An application of Zorn's lemma 
then shows that the analogous theorem is also false. ) 

To show that V = Vo, we first prove two lemmas. 

Lemma C1: SupposefES(RN) withf(O)=O. Then 

Proof: Write 
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with 

gi(Pl"" ,Pi )=f(Pl,··· ,Pi' 0,.,.,0) 

-f(Pl"" ,Pi-l, 0, 0, ... ,0) exp(- p~). 

We need only show that pjl gi E S (Ri). If we call 
(Pl,··· ,Pi -l) =q and Pi =P then gi(Pl,··· ,Pi) =g(q,P," 
It is clearly enough to show that for I P I.:;; 1 and all n, m 

I a;p-1 g(q,p) I.:;; Cnm(l +q2)-m. 

However, if g is the Fourier transform of g we have 

(_ iq)(m) a;p-l g(q,p) 

= J [a~ m) g.(x, y)] exp(ix 0 q) a; (exP(iP) - 1 ) dx dy 

and thus the result follows from I a;(exp(iyp) - l)/p) I 
.:;; Cn Iy 1"'1. 

Now denote by 0 M the set of multipliers for 5 (Rl), 
i. e., 0 M is the set of all C~ functions, f, such that for 
each n there exists an m with 

Our next task is to construct certain functions in OM' 

Suppose ;\.E (0,1]. Let *oE CO' (Rl) with *o(p) = 1 for 
I P I.:;;;\. and *o(p) = ° for I pi;, 2;\'. Define 

*n(P)=*o(lnl(p-21Tn)) n=±l, ±2, ... 

Lemma C2: p(l- *)(1- exp(ip»-l and ~(1 - exp(ipY2))-l 
are in 0 M if;\. is small enough. 

Proof: We consider the more interesting function 
*(1 - exp(ipY2»-l. The proof that the first function is 
in 0 M is easier. First note a special case of a theorem 
of Liouville. 33 

inf I nY2 -ml;,c/n, n;'l. 
m 

(For a proof, consider the case InY2 - m I.:;; 1. Then 
InY2 - m 1= 12n2 - m2 I (nY2 + m)-l ;, (nY2 + m)-l ;, dn-1 

where the first inequality follows from the fact that 
12n2 - m2 I is a positive integer. ) 

To prove the lemma, it is clearly enough to show 

1 (D m *)(1- exp(ipY2»-1 I.:;; C ml (1 + p2) N 1m. 

Suppose for some no * 0, I no I an integer, I P - 21Tno I 
.:;; 2;\.1 no 1-1• Then from Liouville's theorem we have 

1 pY2 - 21Tm 1 ;, 21T 1 no 12 - m 1 - 2Y2 ;\.1 no 1-1 

;, y I no 1-1 

for small enough;\.. Thus, if I P - 2 1Tno I.:;; 2;\.1 no 1-1, 

inflpY2 -21Tml;'Y'(1+ Ipl)-l 
m 

and hence 1(1 - exp(ipY2»-ll.:;; 13(1 + 1 pi). 

However, if I P - 21Tno I> 2;\.lno 1-1 for all Ino 1* 0, 
then Dm*=O 
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It is easy to see that l(Dm~)(p)kCm(l+ lpl)m and thus 
the proof is complete. 

We remark that a similar construction will work for 
any irrational algebraic number. 

The proof of the equality V = Vo is now easy. If f E Vo 
writef="iPdi' fiE S(RN). Now note that 

P ifi = (1 - exp(ip)[ (1 - j¥i)(l- exp(iPi»-1 Pdi] 

+ (1- exp(iPi v'2»[~i (1 - exp(ip//"2»-1 Pif}], 

with ~(p) =9f(Pj). The functions in square brackets 
are in 5 (RN) by Lemma C2. This completes the proof 
of Theorem C. 

Note added in proof: The results of Theorem 3.2 also 
follow from the methods of A. Beurling and J. Deny, 
Acta Math. 99, 203-24 (1958) and of M. Fukushima 
"On the generation of Markov Processes by Symmetric 
Forms." Proc. of the Second Japan- USSR Symposium 
on Probability Theory (Springer-Verlag, Berlin, 1973). 
The method of proof is quite different from ours. 
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The energy levels of the one-dimensional potential well 
V(X) = a/X/calculated by means of certain phase
integral approximations 

80 Thide 

Institute of Theoretical Physics. University of Uppsala. Uppsala. Sweden 
(Received 19 January 1976) 

The eigenvalue problem of the one-dimensional potential well V(X) = ajXJ is solved by means of certain 
higher-order phase-integral approximations. The purpose of this paper is to demonstrate numerically the 
applicability and accuracy of these approximations (which are related to. but not identical to. the higher
order JWKB approximations) and. therefore. a comparison is made with exact results. An upper bound for' 
the absolute error in the first-order approximation is calculated analytically and found to be in accordance 
with the actual numerical results which are displayed in a table. 

1. FORMULATION OF THE PROBLEM 

In order to determine the accuracy of certain higher 
order phase-integral approximations introduced by No 
Froman, 1.2 these approximations are used here for cal
culating the energy levels of a particle with mass m and 
energy E moving in the one-dimensional potential V(X) 
= a IX I, where a is a real, positive parameter. We thus 
consider the Schrodinger equation 

By introducing the new independent variable 

(
2m ) 1/3 

x= Va X 

and the real parameter 

a = (:2;2r /3 E, 

we can transform (1) into 

d2</! ~+(a-Ixl)</!=o. 

(1) 

(2) 

(3) 

(4) 

The eigenfunctions for bound states fulfill the bound
ary conditions 

</!-o, lxi-co. (5) 

Furthermore, since the potential is symmetric the 
eigenfunctions have either odd parity, i. e., satisfy the 
condition 

</!=o, x=O, (6a) 

or even parity, i. e., satisfy the condition 

d</! 
dx =0, x=O. (6b) 

The boundary conditions (5) can therefore be replaced 
by condition (6a) or (6b), together with the boundary 
condition 

(7) 

Consequently, we can restrict ourselves to a considera
tion of the region where X >-0 O. Equation (4) can then be 
written 
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(8) 

where 

(9) 

The phYSical importance of Eq. (1) has been pointed 
out by Bell3 and Abrikosov. 4 One encounters, e. g., the 
potential V(X):= aX for X >-0 0, V(X) = 00 for X < 0, in prob
lems regarding magnetic surface states, in which case 
condition (6a) is valid. 

2. THE EXACT EIGENVALUES Q' 

The exact solution of (a) tending to zero at + co is 
given by the Airy function5 

</!=Ai(x- a) (10) 

apart from an arbitrary constant factor. According to 
(6) the exact quantization conditions are therefore 

Ai (- a) := 0 for the odd states, (l1a) 

and 

Ai' (- a) = 0 for the even states. (l1b) 

These conditions are given by Bell3 in another form. 

Sherry6 has calculated the first hundred exact eigen-

A 

FIG. 1. Contours r l and A of integration for obtaining the 
integrals w(x 1) and il, respectively. On A the arrows indicate 
the directions in which I exp{iw(z)} I increases. The complex 
plane is cut along the real axis from x =CI to x = 0 (heavy line). 
The choice of phase of q above the real axis on the first 
Riemann sheet is also given. 
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values a satisfying (11) by utilizing convergent series 
for the Airy function in the computation of the first 
twenty of these eigenvalues, but asymptotic formulas 
when computing the remaining ones. Some of these exact 
eigenvalues are included in Table 1. 

3. THE APPROXIMATE EIGENVALUES a 
CALCULATED BY MEANS OF THE 
PHASE·INTEGRAL APPROXIMATIONS 

Approximate phase-integral solutions of (8) for a gen
eral form of Q2 are given in Refs. 1 and 2, to which we 
refer the reader for the general background. The pa
rameter::t, introduced there merely as a formal mathe
matical tool, will in the present treatment be set equal 
to unity. 

Henceforth we shall treat x as being the real part of a 
complex variable z. We introduce a cut from the point 
a on the positive real z axis to the origin (cf. Fig. 1) 
and define w(x) according to Eqs. (17a), (17b) in Ref. 2 
for the case corresponding to Fig. 2(a) in Ref. 2, where 
x' is chosen to be equal to a. Then, since q2(z) is real 
on the real axis, the approximate wavefunction vanishing 
at infinity in the classically forbidden region is given by 

(12) 

except for a normalization factor. From the connection 
formula (21) in Ref. 2 we realize that in the classically 
allowed region the corresponding solution IJ! to (8) is 
approximately given by 

1J!=2!q(x1)!-1I2cos[iW(Xl)!-h], O~xl<a. (13) 

The condition (6a), valid for the odd eigenfunctions, 
yields, when applied to (13), the approximate quantiza
tion condition 

!w(O)! =(s+t)7T/2, s=1,3,5, •• '. (14a) 

For the choice of phase of q(z) indicated in Fig. 1, the 
condition (6b), valid for the even eigenfunctions, when 
used in (13), yields the approximate quantization 
condition 

!w(O)! +arctan[~(d~ qt)tJ =(s +t)i, s=0,2,4,'''' 

(14b) 

Using the explicit expressions for the functions Y2" 
given by Campbell1 and recalling (9), we obtain 

_ (- 1)"+1 b2" 

Y2"-~ (a_z)3" ' (15) 

where the first six coefficients b2" are 

bo=- t, 

b4 =1105, 

b6 =828 250, 

bs = 1282 031525, 

b10 = 3366961243750. 

(16a) 

(16b) 

(16c) 

(16d) 

(16e) 

(16f) 

From Eq. (7c) in Ref. 1 [or Eq. (10) in Ref. 2] and 
Eqs. (9) and (15) in the present paper, we obtain, for 
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the phase- integral approximation of order 2N + 1, the 
formula 

() ( )
112 f, (- 1)"+1 b2" 

q Z = a - z L.J ~"_ ( )3" • 
"=0 a - z 

(17) 

By inserting (17) into formula (17a) in Ref. 2, where 
the integration contour r 1 is that of our Fig. 1 and 
xl ('" 0) is a point on the upper lip of the cut along the 
real axis in the claSSically allowed region, we find that 

W(Xl)=t!. q(z)dz 
rj 

2 ( )3/2 ~ (- 1)"+1 b2• 
=:l a - xl ~ 26"-1(2n _ 1) (a _ Xl)3" . (18) 

After introducing (17) and (18) with Xl = 0 into the 
quantization conditions (14), taking (16a)-(16f) into ac
count, we have by numerical means computed the ap
proximate eigenvalues a when 2N + 1 = 1, 3, 5, 7,9, 11 for 
several quantum numbers s. These eigenvalues are 
given in the right-hand column of Table I. As exception
al cases the eigenvalue of the ground state, correspond
ing to s = 0, cannot be found in the first-, fifth-, and 
ninth-order phase-integral approximation. A graphical 
investigation of (14b) will clearly demonstrate this. 

4. ERROR ESTIMATES 

According to Sec. 4 of Ref. 2 an essential condition 
for the validity of the connection formula yielding (13) 
in the present paper is that there is only one extremum 
of I exp{iw(z)} I on the path of integration A for the quan
tity Ji, which is defined by Eq. (18) in Ref. 2 [cf. also 
Eq. (10) in Ref. 1] and which determines an upper bound 
for the error involved in the connection. If Ji is much 
smaller than unity and we include error terms, Eqs. 
(14a) and (14b) read, in the first-order approximation, 

~a3/2+0(Ji)=(S +t)7T/2, s=1,3,5, ••• (19a) 

and 

~a3/2 +arctan(ia-3/2) +O(Ji) = (s +t)7T/2, s =0, 2, 4, "', 

(19b) 

. . . . . . . . . 
. . . . . . . . . . 

5 10 15 

FIG. 2. Plot of the magnitude of the actual absolute error of 
the eigenvalues a (filled circles) as well as the estimate (22) 
of this error (open circles) vs the quantum number s for the 
first-order phase-integral approximation. In the plot of the 
actual error the "unsmooth" behavior detectable for the very 
lowest quantum numbers is due to the fact that the eigenvalues 
for odd and for even s are computed from two different expres
Sions, namely (143) and (14b) , respectively. 
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TABLE 1. Approximate and exact eigenvalues O!, related to the energy E through Eq. (3), for various quantum numbers s. For 
each value of s this table gives (from top to bottom) the eigenvalue obtained in first-. third-. fifth-. seventh-. ninth-. and 
eleventh-order phase-integral approximations, and finally, the exact eigenvalue found in Ref. 6. Dashes indicate that the eigen
values cannot be found. 

s 

o 

1 

2 

3 

4 

5 

Approximate and exact O! 

1.13 

1. 43 

1. 79 

1. 019 

2.320 
2.3393 
2.33763 
2.33856 
2.33730 
2.3404 

2.338107 

3.238 
3.24858 
3.248109 
3.248247 
3.248148 
3.248276 

3.2481976 

4.0818 
4.08805 
4.0879406 
4.0879514 
4.08794866 
4.08794994 

4.087 949444 

4.8155 
4.820148 
4.8200959 
4.82009975 
4.82009905 
4.820099292 

4.8200992112 

5.5172 
5.520582 
5.52055894 
5. 520 559 913 
5. 520 559 813 
5.520 5598322 

5.52055982810 

respectively. Here 0(11) denotes a quantity which is at 
most of the order of magnitude 11. 

Using Eqs. (19a) and (19b) and some simple algebra 
one finds that the magnitude of the absolute error of the 
eigenvalue a, when calculated in the first-order phase
integral approximation, is at most of the order of mag
nitude a-1I21l. The Il-integral is performed from z =0 
+ iO to z = + 00 along the path A shown in Fig. 1, where 
the arrows on this path indicate the directions in which 
!exp{iw(z)}1 increases. LettingR in Fig. 1 tend to in
finity, we obtain for the first-order approximation 

(20) 
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s 

6 

7 

8 

9 

19 

99 

Approximate and exact O! 

6.1605 
6.163321 
6.16330692 
6.163307389 
6.1633073508 
6.1633073567 

6. 163307 35564 

6.7845 
6.7867162 
6.78670791 
6.7867080995 
6.78670808916 
6.78670809021 

6.786708090072 

7.3703 
7.3721829 
7.37217715 
7. 372 177 259 5 
7. 372 177 25468 
7.372177255097 

7.3721772550478 

7.9425 
7.9441373 
7.944133536 
7. 944 133 588 8 
7.94413358701 
7.944133587131 

7.9441335871209 

12.82814 
12.82877710 
12.8287767517 
12.8287767528750 
12.828776752865618 
12.8287767528657605 

12.82877675286575720 

38.020937 
38.0210086788 
38.02100867725506 
38.021 008677255254494 
38.021008677255254433097 
38.02100867725525443313250 

38.02100867725525443313247 

Since the quantities 11 and a-3 12/4 are both small, 
Eqs. (19a) and (19b) obviously yield 

[ 

1 31T]2/3 
a '" (s + 2" )"'4 ,s = 0, 1, 2, "' •. 

If we use the previously mentioned error expression 

(21) 

a-1 12 11 , Eq. (20) with unity replacing the numerical con
stant ('" O. 4) multiplying a-3/2 , and Eq. (21), we find 
that the magnitude of the absolute error of the eigen
value a, when calculated in the first-order phase-inte
gral approximation, is at most of the order of 
magnitude 

r. 1 31T] -4 13 
~s + 2")"'4 ,s = 0, 1, 2, •••. (22) 
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Over a wide range of quantum numbers s this estimate 
(22) of the error is approximately a constant factor 
times the actual error. In Fig. 2 this can be seen to 
hold for s = 1, 2, ... ,19. We also see that the first-or
der error decreases for increasing quantum number, 
as should one expect. IT we go to higher orders of ap
proximation, we generally improve the accuracy of the 
eigenvalue for a given quantum number until a certain 
finite, optimum order is reached where the error is at 
minimum (cf. Table I). 
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Coupled gravitational and electromagnetic perturbation equations are derived in the electrovacuum space 
around a charged rotating black hole using the Newman-Penrose formalism. When restricted to the 
nonrotating case, the equations separate in Schwarzschild coordinates. The asymptotic solutions at infinity 
and on the event horizon are obtained. In the coupled scattering of the electromagnetic and the 
gravitational waves on a Reissner-Nordstrom black hole, it is shown that the net energy flux is radially 
inward. 

I. INTRODUCTION 

It appears that a collapsed rotating object could 
possess a net charge. 1,2 For such an object the Kerr
Newman metric would be the best approximation. Thus 
the study of the electromagnetic and gravitational 
perturbation away from the Kerr -Newman metric is 
physically interesting. The resulting perturbation equa
tions can be used to study both the stability of such an 
object and its scattering of electromagnetic and gravita
tional waves. This paper derives these perturbation 
equations using the Newman-Penrose formalism. 3 

In the study of an uncharged black hole, since the 
electromagnetic stress-energy tensor is second order 
in the electromagnetic field, one can treat the electro
magnetic perturbation separately keeping the background 
metric unchanged to first order of the perturbation. 
However, for a charged black hole the change in the 
stress-energy tensor is first order in the electro
magnetic perturbation and thus a perturbation of the 
electromagnetic field inevitably accompanies a metric 
perturbation and vice versa. 

In Sec. II, equations for the coupled metric and elec
tromagnetic perturbations are derived. This is done 
first for the Kerr-Newman metric. When restricted to 
the nonrotating case, these equations can be separated 
in Schwarz child coordinates (a special case of Boyer
Lindquist coordinates. ) In Sec. III, the asymptotic solu
tions at infinity and on the event horizon are obtained. 
Also, the connections between the coefficients in the 
asymptotic solutions are obtained. In Sec. IV, using 
the conservation of a "Wronskian" of the coupled equa
tions, we show explicitly that the net energy flux for 
the coupled electromagnetic and gravitational waves 
is radially inward at infinity. This result points to the 
stability of Reissner-Nordstrom black holes. 

In Boyer-Lindquist coordinates the Kerr-Newman 
metric has the form4 

ds2 = (1 _ 2M~- Q2) df + 2(2Mr _ Q2) a s~n2e dtd¢ 

_ (L;/ A) dr2 - L; de2 - sin2e[r2 + a2 

+ (2Mr _ Q2) a
2 
s~n2e ] d¢2, (1. 1) 
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mass, a is the angular momentum per unit mass, and 
Q is the charge of the black hole. 

We follow Teukolsky's notation5 denoting unperturbed 
quantities by superscript A and the perturbation by 
superscript B. 

We use the tetrad whose components are 

t (r2+a2 a) 
"'= --A-' 1,O,~ , 

A", 1 (.. e 0 1 i) m = za SIn , , '-'-e . 
v'2(r+ iacose) sm 

(1.2) 

The resulting tetrad components of the Weyl tensor 
are6 

A=A=1=1=O A, =_ M(r+iacose)-Q2 (1.3) 
iJ!o iJ!1 'P3 'P4 ,'P2 (r _ ia cos W(r + ia cos e) 

and of the electromagnetic field tensor are 

A A A ~_Q,,----::;o 
¢O=¢2=O, ¢1=2(r-iacOsef' 

In electro-vacuum space, 

The spin coefficients are 

:=-&=1=~=t=o, 
A -1 A -iasine AA 
P T pp"..,., = r - ia cos e' = v'2 
A iasineA 2 A -cote A 
1T=~P, {3= 2v'2 p*, 

A A A A-:4zA: 
O! = 1T - (3 *, /l = P P* A/2 , 

A A r-M AA 
y= /l + -2- PP* . 

(1.4) 

(1. 5) 

(1.6) 

The perturbation equations we derive couple iJ!~ with 
xf == 3<14¢~ - 2¢11fll and iJ!: with >1:.1 == 3</1 ¢f - 2¢Nr In 
the asymptotic flat region ~ is related to the ingoing 
gravitational wave and iJ!: to the outgoing gravitational 
wave. Similarly, ¢~ is related to the ingoing electro
magnetic wave and ¢~ to the outgoing electromagnetic 
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wave. The expressions for energy flux in terms of 1>B's 
and qf3 's are listed in Appendix A. 

II. COUPLED GRAVITATIONAL AND 
ELECTROMAGNETIC PERTURBATION EQUATIONS 

To derive the equations for the perturbed quantities, 
we start with the sourceless Maxwell's equations, 3 

(D - 2pl<Pl - (6* + 71 - 2a)1>o + K1>2= 0, 

(6 - 2T)cf>1 - (A + IJ. - 2y)cf>o + acf>2 = 0, 

and the following Newman-Penrose equation and 
Bianchi identities 7 : 

(2.1) 

(2.2) 

(6 - 3{3 - a* + 71* - T)K - (D - 3E + E* - P - p*)a+ 1/Jo= 0, 

(2.3) 

(6* - 4a + 71)1/Jo - (D - 4p - 2E)1/J1 + (D - 2p* - 2E)cf>Ol 

- (0 + 71* - 2a* - 2(3)cf>oo + K* cf>02 - 2 acf> 10 = (31/J2 - 2cf>1l)K, 

(2.4) 

(A - 4y + 1J.)1/Jo - (6 - 4T - 2/3)1/J1 - (6 + 271* - 2(3)cf>ol 

+ (D -2E + 2E* -P*)cf>o2+ 2Kcf>12 + A*cf>oo= (31/J2 + 2cf>1l)a, 

(2.5) 

whereD=llL%xlL, A=nlL%xlL , 6=mlL%xlL, and 
o*=m*lLajax". 

Operating by (0 -2T- a* -(3+71*) on Eq. (2.1) and by 
(D-E+E* -2p-p*) on Eq. (2.2), subtracting and making 
use of relevant Newman-Penrose equations we obtain 

[(0 - 2T - a* - {3+ 71*)(6* + 71 - 2a) 

- (D -E + E* - 2p - p*)(A + IJ. - 2y)]cf>o 

= [2(A - 3y - y* - IJ. + /1-*)K - 2 

x (6* - 3a + {3* - T* - 71)a+ 41/Jl - KA + a6*]cf>1 

+ [(0 - 2T - a* - {3 + 71)K - (D - E + E* - 2p - p*)a]cf>2' 

(2.6) 

From Eq. (2.6) we obtain a first order perturbation 
equation 

[(0 - 2T - a* - {3 + 71* )A(6* + 71 - 2a)A 

-(D-E+E* -2p-p*)A(A+ /1--2y)A]cf>g 

=2cf>1[(A-3y-y*-2/1- + !J.*)AKB 

- (0* - 3a + (3* - T* - 271)AaB + 21/Jf]. (2.7) 

Here we have used the unperturbed Maxwell's equations 

(0*+271)Acf>t=0 and (A+2!J.)Acf>1=O. 

Henceforth we will drop the superscript A from un
perturbed quantities. 

The perturbation equations resulting from Eqs. (2.3), 
(2.4), and (2.5) are 

(0-3{3-a*+71* -T)KB_(D-p-p*)aB+1/J~=O, (2.8) 

(0* - 4a + 71)1/J~ - (D - 4p)1/Jf + 2cf>! Dcf>~ = (31/J2 - 2cf>1l)KB , 

(A - 4y+ 1J.)1/J~ - (0 - 4T - 2/3)1/Jf - 2cf>i(0 - 2f3)cf>~ 

= (31/J2 + 2cf>u)aB. 
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(2.9) 

(2. 10) 

Operating by (6 - 3{3 - a* - 71* - 4T) on Eq. (2.9) and 
by (D - 4p - p*) on Eq. (2. 10) and subtracting with the 
use of the Newman-Penrose equations for the unper
turbed metric one obtains 

[(0 - 3{3 - a* + 71* - 4T)(0* - 4a + 71) 

- (D -4p -p*)(A - 4y+ IJ.) + 31/J2]1/J~ 

+ 2cf>r[(0 - 3{3 - a* - 71* - 4T)D 

+ (D - 4p + p*)(o - 2/3)]cf>~ 

=21>u[(0-3{3-a*-71*+7)Kll +(D+p+p*)aB]. (2.11) 

Similarly if one acts with (A - 3y - y* + IJ. + /1-*) on 
Eq. (2.9) and with (0* - 3a + 13* - T* +71) on Eq. (2.10) 
and subtracts one obtains 

[- (A - 3y- y* + IJ.+ IJ.*)(D- 4p) 

+ (0* - 3a + {3* - T* + 71)(0 - 4T - 2(3)]1/Jf 

+ 2cf>WA - 3y - y* + IJ. - /l*)D 

+ (0* - 3a + {3* + T* + IT)(6 - 2{3)]cf>~ 

=31/J2[(A-3y-y* -2!J.+ 1J.*)Jfl 

- (6* - 3a + {3* - T* - 2lT)all ] 

- 2cf>u[(A - 3y - y* + 2/l - !J.*)Kll 

+ (0* - 3a + 13* + T* + 2lT)all ]. (2.12) 

Now using Eqs. (2.8), (2.9), and (2.10) and thus 
eliminating KB and aB in Eq. (2.11), a perturbation 
equation which couples 1/Jg and xf =0 31/J2cf>g - 2 cf>11/Jf 
results in 

[( D - 4p - p* - 43cf>;21<:2;~1*) ) (A - 4y+ IJ.) - (31/J2 + 2cf>u) 

_ 31/J2 + 2cf>u (0 _ 3{3 _ a* _ 4T+ IT* _ 4cf>1l(lT* - T») 
31/J2 - 2cf>u 31/J2 - 2cf>1l 

X (0* -4a + 71 )] ~ 
= 4cf>i [(D_5P _ 4cf>1l(P+P*») 

31/J2 - 2cf>1l 31/J2 + 2cf>u 

X (0-2/3-5T-lT* _ 4cf>1l(lT* -T») 
31/J2- 2cf>U 

_ 31/J2 + 2cf>1l (2PT _ 2p*71* + 4cf>u (71* - T)(2p - p*) )] xf. 
31/J2 - 2cf>1l 31/J2 - 2cf>u 

Similarly using Eqs. (2.7), (2.9), and (2.10) in 
Eq. (2.12) we obtain 

[(A _ 3y - y* + 31J. +!J.* + 4cf>u(21J. -IJ.*») 
31/J2 - 2cf>1l 

x(D - 6p) - 2 (31/J2 - 2cf>u) 

_ 31/J2 - 2cf>1l (0* + 413* _ T* + 4cf>u (271 + T*) ) 
31/J2 + 2cf>u 31/J2 + 2cf>u 

x (6 - 2]3 - 6T)J xf 

(2.13) 

= -8cf>l °cf>u [(A-3y -y*+31J.+ 4cf>1l(21J.-1J.*») 
31/J2+2cf>u 31/J2-2cf>U 

x ( 0* + 4]3* + T* - 71 41>u (2lT + T*) ) 
31/J2 + 2cf>u 
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_ 31/12- 2 cf>u {(a1"*)+21T 1l +1"*(Y-Y") 
31/12 + 2cf>u 

+ 4cf>1l (21T + 1"* )(Il + Il*) }J I/Ig. 
31/12 + 2cf>u 

(2.14) 

The equations corresponding to Eqs. (2.13) and (2.14) 
for 1/1: and X~ 1 == 31/12cf>f - 2cf>ll/l: are 

[(a + 3y - y" + 41l + Il* + 4t~~ ~ ;cf>~l* )j(D - p) - (31/12 + 2cf>1l) 

_ 31/12 + 2cf>u (0* + 30' + f3* _ 1"* + 41T + 4cf>u (T* -1T») 
31/12 - 2 cf>u 31/12 - 2cf>1l 

x (0+4/3-T)]I/J: 

4cf>r [(a + 3y _ y" + 51l + 4cf>u (Il + Il*») 
31/J2 - 2cf>1l 31/J2 + 2cf>u 

x/o* +20'+ 51T+ 1"* + 4cf>u(1"* -1T») 
\ 31/12 - 2cf>u 

31/J2+ 2 cf>U )(a1"*)+1"*(y-Y")+21T1l 
31/J2 - 2cf>u t 

(2.15) 

[(D - 3p - p* - 4~u(2P 2- p* ») (a + 61l + 2y) - 2(31/J2 - 2cf>1l) 
1/J2 - cf>u 

_ 31/J2 - 2cf>1l (0 _ 0'* + 3£3 _ 3T + 1T* _ 4cf>1l (1T* + 2T») 
31/J2 + 2cf>u 31/J2 - 2cf>1l 

X (0* + 20' + 61T)J X~l 

= - Scf>l • cf>u [(D _ 3p _ 4cf>1l (2p - p*») 
31/J2 + 2cf>u 31/J2 - 2cf>u 

II * 4cf>l(2T+ 1T*) ) 
x~-o' +3/3-3T+ 31/12+2cf>u 

+31/J2- 2cf>U {(D1T*)-2TP- 4cf>u(2T+1T*)(P+P*) }]I/J:. 
31/J2 + 2cf>1l 31/J2 + 2cf>u 

(2.16) 

The equations are invariant under gauge transforma
tions and infinites imal tetrad rotations. The transfor
mations of the N-P quantities under the most general 
infinitesimal tetrad rotation are5 

I/Jg -I/J~, I/Jf -I/Jf + 3a1/J2' I/J: -1/1: + 3b1/J2' 

I/J: -I/J:, cf>g - cf>g + 2acf>l' cf>f - cf>f + 2bcf>u 

(2.17) 

where a and b are complex small parameters. Thus, 
though cf>g, I/Jf, cf>f, and I/J: are not invariant individually, 
the combinations x;. == 31/J2cf>~ - 2cf>ll/if and x1 == 3 1/J2 cf>f 
- 2cf>ll/J: are. 

It does not appear that Eqs. (2.13), (2.14), (2.15), 
and (2.16) separate in Boyer-Lindquist coordinates. 
However, for the case where a = 0, the equations sim
plify and can be separated by writing 

~ = exp(- iwt) exP(imcf»2Y,;,(e)R;2)(r), 

xf = exp( - iwt) exP(imcf»lY,;,(e)R:ll(r), 
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(2.1S) 

where the angular functions, sY,;,(e) are the spin
weighted spherical harmonics8

,9 which satisfy 

(
d m cose) m_ m 

de -Sine -ssine sY I --v'(l-s)(l+S+l)s+lYI' 

(2.19) 

l=lsl,lsl+1,"., -l:f;m:f;l 

The above forms of the radial parts of X~l and ~ are 
chosen becuase R~-l)* and R:-2)* satisfy the same equa
tions as R;l) and R;2) do. 

The radial parts of Eqs. (2. 13) and (2. 14) then 
satisfy 

[ 
2r4 . ( r(r-M) Q2) 

- W ~+ 41wr - 2 + a + 3Mr _ 4Q2 

aa { 4Q2a} d 2Q2 - a dr2 - 6(r-M) r(3Mr- 4Q2) dr - 4- 7 

+ 4Q2(r+2Mr-3Q2) +3Mr-4Q2 (l-1)(l+2)]R(2) 
r(3Mr - 4Q2) 3Mr _ 2Q2 I 

2..f2Q,)(l-1)(l + 2)r3 ( . T + d 
3Mr-2Q2 -lW~ dr 

4 4Q2 ) (1) 

+ r - r(3Mr _ 4Q2) R z , (2.20) 

[ 
2r4 . (r(r-M) Q2) 

- w A + 21wr - 2 + A 2 
'"" '"" 3Mr-2Q 

d
2 1M 2 Q2a} d 

- a dr - tr + 4(r -M) - r(3Mr- 2Q2) dr 

lSr2 - 24Mr+ 2Q2 
? 

12Q
2
a 3Mr - 2Q2 (l _ 1)([ + 2)]R

l
(l) 

+ r(3Mr - 2Q2) + 3Mr _ 4Q2 

-..f2Q3..j(l-1)(l+2)a (iWT +~_3.+ 4(r-M) 
= r 3(3Mr - 4Q2) a dr r a 

(2.21) 

III. ASYMPTOTIC SOLUTIONS 

Given coupled equations for two quantities f and g in 
the form 

( 
d2 d ) - +A-+ B f=OUf 

dx2 dx ' 

(~ + C)f=Ozg, 
dx 

(3.1) 

(3.2) 

one has to apply a first order differential operator, 
d/ dx + D, on the first equation and a second order dif
ferential operator, d2/dx2+E(d/dx)+F, on the second, 
and subtract one from the other to get a completely de
coupled equation for g. f is eliminated if D, E, and F 
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satisfy 

1 dB 
D=C--

B dx ' 

1 dB 
E=A--

H dx ' 

dA dC 
F=(A-C)(D-C)+ dx +B-2 dx' 

where 

(3.3) 

The decoupled equations obtained using the above 
method for R:2

) and RlI) have the following asymptotic 
forms. At infinity, 

[
at +17 d

3 
(2 2 7iW) ~ 17w

2 
d 

dr,4 -:;:- dr,3 + w + r dr' 2 + --r dr' 

+W4+~ R(2)::::0 7' 3J 
r ' , 

[~+.!2L+ (2W2+5iW)..!:.....-+17w2 ~ 
dr,4 r dr'3 r dr' 2 r dr' 

+ w4 + 5i;3 ] R(l):::: 0, (3.4) 

and on the event horizon (r - r. = M + (M2 _ Q2)1/\ 

[ L+ 4(r.-M) L+ (2w2_SiWr.-M 
dr,4 r / dr,3 -r:r-

+ (4 2r.-M 16· (r.-M)2 16(r.-M)3) d w --2 - - zw 4 - 6 -
r. r. r. dr' 

+ 4 S· 3r.- M 20 2(r.-M)2 
w - zw --;:-r- - w r 4 . . 

+16· (r.-M)3]R(2)_0 zw 6 ,- , 
r. 

(3.5) 

[~ + 4 r. -M ~+ (2 2 -4. r. -M + 4(r. _M)2) J-.
dr'4 r.2 dr'3 w zw-:y:;:- r} dr'2 

+ (4w2r.- M -S· (r._M)2) ~ + 4 4' 3r .- M 
2 zw 4 d . .l W - ZW --2-

r. r. r r. 

-4 2(r.-M)2 ] R(l)-O w 4 ,- , 
r. 

where 

The asymptotic solutions obtained from these equations 
are, at infinity, 

R(2) _ exp(- iwr') exp(- iwr') exp(iwr') exp(iwr') , - r3 Y' r6 r 

R(l) :::: exp( - iwr'} exp(- iwr') exp(iwr') exp(iwr') 
I r4 , Y' r6 r8 

(3.6) 
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on the event horizon, 

R(2) _ exp(- iwr') 
I - 1::.2 , 

exp(- iwr') 
I::. ,exp(iwr'), I::. exp(iwr') , 

R
(l) _ exp( - iwr') 
I - I::. ' exp(-iwr'), exp(iwr'), I::.exp(iwr'). 

(3.7) 

Thus Ri l
) and Rl2) each have four coefficients only two 

of which are independent since RlIJ and Rl2) have to 
satisfy Eqs. (2.20) and (2.21). One can also obtain the 
next highest terms by putting the asymptotic solutions 
in Eqs. (2.20) and (2. 21), the results of which are 
needed in our later calculation in Appendix B. One group 
of quantities (~, xf) is related to the other (</!~, X~l) 
through the Bianchi identities which have not been used 
in Sec. II [Eqs. (B1), (B2), and (B3)]. Since these 
equations involve the complex conjugate of some quan
tities, we take the following forms for </!~, xf, </!:, and 
X~l for a given w: 

~ = exp(- iwt) exp(im<p)2Y~RI2) - exp(iwt) 

x exp( - im<p)2Yjm pill , 

xf = exp( - iwt) exp(im<p)IY~RlI) - exp(iwt) 

x exp( - im<P)IYjmpll) , 

I::. 
X~I = exp(- iwt) exp(im<p)_IY727 Rt1

) - exp(iwt) 

I::. 
x exp( - im<p)., Yim 2y pl-I) , 

1::. 2 

~ = exp( - iwt) exp(im<pl.2Y~ 4r4 R~-2) - exp(iwt) 

1::.2 

x exp( - im<p l.2Y jm 4)fi pi-2) . 

(3. S) 

Each of the sets (R~I), Rl2», (pll)*, pl2)*), (R(-l)*, 
R(-2)*) and (pi-I), pi-2» satisfies the same equations 
[Eqs. (2.20) and (2.21)]. The asymptotic forms at 
infinity are 

</!~ :::: exp( - iwt) exp{im<p )2Y7 (A (2) exp( -:Wr') 

+ B(2) exp~wr'») 

_ exp(iwt) exp(- im<p) y-m fC(2) exp(- iwr') 
2 , \' r 

+ D(2) exp(- iwr') ) 
r 5 , 

xf:::: exp( - iwt) exp(im <p)I¥7 (A(l) exp( )wrp) 

+ B(l) exp(iwr') ) 
r6 

- exp(iwt) exp( - im <P)I Yim ( C(l) ex~~wr') 

D(l) exp( - iwr») 
+ r6 , 

X~I:::: exp(-iwt)exp(im<p)_ly~(A~I) e~~wr') 

+ B(-I) exp(- iwr'») 
2 r6 

_ exp(iwt) exp(- imn..) yom (C(_l) exp( - iwr') 
'f' _I I 2 r4 
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n<_1) eXP(iwr')) 
+-2- r6 , 

B<-2) exp(- iwr')) 
+ -4- ---"--'1"'-;;---'-

n<-2) eXP(iwrl )) 

+-4- r 5 • 

(3.9) 

totic forms on the event horizon: 

B. exp(- iwr') 
<Po '" exp( -lwt) exp(im¢)2Y~Q'<2) ~2 

(.) (. ) -m (2) exp(iwr') - exp lwt exp - tm¢ 2Y l (3 ~2 , 

- exp(iwt) exp(- im¢)1Yjmfl(l) exp~wr '), 

~ 
X~1"'exp(-iwt)exp(im¢t1Y~aC-1) 2r/ exp(-iwr') 

~ 
- exp(iwt) exp(- im¢t1 Yim fl<-1) 2r2 exp(iwr') , 

~2 

<P: '" exp( - iwt) exp(im¢L2 Y fQ'<-2) 4r 4 exp(- iwr') 
• 

(3.10) 

On the event horizon one cannot use Boyer-Lindquist 
coordinates to discuss the boundary conditions. However 
Teukolsky's argument5 using Kerr "ingoing" coordinates 
for the Kerr metric can easily be generalized to the 
Kerr-Newman metric. Using a nonsingular tetrad in 
Kerr "ingoing" coordinates the boundary condition is 
that the solutions be nonspecial or that the group velocity 
be negative. This condition yields the following asymp -

1 

The procedure to get the connections between the 
coefficients is described in Appendix B and the final 
results are listed below: 

B(1) = _l(Z + 1) A(-1) _ ~ C<-1)* + v2Q3,!(Z_ I)(Z + 2) C(-2)* 
4w2 3iwM 12w2M ' 

n(1)=~A<-1)*_Z(Z+I)C<_1)+ v2Q3,!(Z-I)(Z+2) A<-2)* 
3iwM ~ 12w2M ' (3.11) 

B(2)=(Z-I)Z(Z+I)(Z+2) A<_2)_( 3M +Q2(Z-I)(Z+2))C<_2)*_ v2Q,!(Z-1)(Z+2)CC-1)* 
16w4 4iw3 12iw3M 6w2M ' 

n(2) = ( 3M + Q2(Z -1)(Z + 2)) A<-2)* + (Z-I)Z(Z + I)(Z + 2) C<-2) _ v2Qv'(Z-I)(Z + 2) A<-1)* 
4iw3 12iw3M 16w4 6w2M ' 

n(-l)=_~A(l)* _Z(Z+I) C(l)+ I2Q3,!(Z-I)(Z+2) A(2)* 
3iwM 4w2 12w2M ' 

B<_2)=(Z-I)Z(Z+I)(Z+2) A(2)+(3M +Q2(z-I)(Z+2))C(2)* _I2Qv'(Z-I)(Z+2) CIl )* 

16w4 4iw3 12iw3M 6w2M ' 
(3.12) 

[( -M)-' 2] (-1)_ I2Q3v'(Z-I)(l+2)Z(Z+I) (2) 
r. twr. Q' - B' 5(3M _ 2Q2)( _ M+ . 2) Q' twr. r. r. twr. 

[( )
. 2] (_1) v2Q3,!(Z -1)(Z + 2) (2)* 

r. - M + twr. f3 = 4r/(3Mr. _ 2Q2)(r. _ M _ iwr.2) Q' 

12 Q3v'(Z -1)(Z + 2)Z(Z + 1) fl(2) Q2 (1)* 3MZ(Z + 1) fl(1) 
- Biwr.5(3Mr. _ 2Q2)(r. _ M _ iwr.2) - r.(3Mr. _ 2Q2) a + 4iwr.(3Mr. _ 2Q2) , 
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Qv'(Z -1)(1 + 2) 1(1 + 1 )r. (1) Qv'U-1)(l + 2)r.2 (3(l)* 

+ 12 iw(3Mr. _ 2Q2)(r. _ M _ iwr.2) Q! +.f3 (3Mr. - 2Q2)(r. - M - iwr.2) , 

• 2 <_2) (3Mr.-4 Q2 Q2(l-1)(1+2) ) (2)* 

[2(r.-M)+zwr.],3 =- 4r.3\r._M+iwr.2\2 + 4r.(3Mr.-2Q2)\r.-M+iwr/\2 Q! 

_ (Z -1)l(1 + 1Hz + 2)(3Mr. - 4Q2)2(1 - 4Q4/(3Mr. - 4Q2)2) {3(2) 

16iwr.2(3Mr. - 2Q2)2\ r. - M + iwr.2\2 

Qv'(1-1)(1 + 2)r.2 (1) Qv'(1-1)(1 + 2)Z(Z + 1)r. a(1). 
+ 2 2) Q! * jJ 

12(3Mr. - 2Q )(r. - M - iwr. V2iw(3Mr. _ 2Q2)(r. _ M _ iwr.2) 

IV. "WRONSKIAN" OF COUPLED PERTURBATION 
EQUA TlONS10 

I 
Similarly Eq. (2.21) becomes 

From the fact that each of the sets (R(1) ,R(2»), (p(1)*, 
p(2)*), (R<-1)*, R<-2)*), and (p<_1) ,p<-2») satisfies the 

(4.3) 

same coupled equations, one can derive a "Wronskian" 
which is conserved (i. e., independent of r). It is useful 
to make the transformations 

Qr 3/2t:. <-2) 
(3Mr _ 4Q2)1/2P , 

(4.1) 

and 

d t:. d 
dr' =j::2dr' 

Then Eq. (2.20) becomes 

X(2) X<l) 

01 

T(2)* 
=02 

T<l)* 
(4.2) 

T<-2) T<_1) 

where 

t:.(3? -r~Mr - 3Q2) + 4Q2~~f;:; ~~~~ 3Q2) 

16Q4t:.2 3Mr _ 4Q2 t:. } 
- r6(3Mr _ 4Q2)2 - 3Mr _ 2Q2 r4 (l - I)(Z + 2) , 
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where 

d
2 {2 . ( 2t:. Q

2
t:.) 2(r-M)2 

0 3 = dr'2 + w-2zw -7-r3(3Mr-2Q2) - r4 

t:.(25r2 
- 38Mr+ 18Q2) 6Q2t:.(r -M) 

- r6 + r 6(3Mr _ 2Q2) 

4Q4t:.2 3Mr - 2Q2 t:. } 
- r6(3Mr _ 2Q2)2 - 3Mr _ 4Q2 r4 (Z - 1)([ + 2) , 

2Q2.J(l-1)(1 + 2) t:. 1/ 2 

0 4= (3Mr _ 2Q2)1/2(3Mr _ 4Q2)1/2 ---:;r 

x - + zw - - + ---'--..,,----'-
(
d. 3t:. 2(r-M) 

dr' r3 ? 

2Q
2

t:. 2Q
2
t:.) 

- r(3Mr - 2Q2) + r(3Mr _ 4Q2) . 

Now from Eqs. (4.2) and (4.3), 

T<_2)01X<2) -X(2)01T<-2) + T<_1)03X (1) -X(1)03 T <-1) 

== T<-2)02X(1) -X(2)02r<-l) + T<-l)04X<2) -X(1)04T <-2) 

(4.4) 

or explicitly 

- W =- _ 1'-2) __ +X(2 ) ___ T<-1) __ d d 
[ 

dX(2) dT<-2) dX(1) 

dr' 1 dr' dr' dr' dr' 

dT<-1) +XO ) __ 

dr' 

2Q2v'(1 -1)(l + 2) t:.1/ 2 

- (3Mr - 2Q2)1/2(3Mr _ 4Q2)1/2 --:yr 

x (Xl 1)r<-2) _X(2)T<-1») ] = 0, 

hence, a conserved quantity, w1 • 

Another combination similar to Eq. (4.4) but with 
different members results in another conserved 
quantity, 

X<-2)Ot 1'2) - T(2)OtX<-2) + x<-OOt T<l) - T(1)OtX<-1) 

==X<-2)0!T<l) - T(2)OtX<-1) + x<-l)O~ T(2) _ T<l)0~Xl-2) 

(4.5) 
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or explicitly 

_d W _=_d [_XI - 2) dT( 2) dXI-2) dXI-2) __ + T(2) __ + T(2 ) __ 

dr' 2 dr' dr' dr' dr' 

dT(l) d,,{-I) 
_ Xl-I) __ T(l) _A_"_ 

dr' dr' 

2Q2.,f(l-1)(l + 2) /::,.1/2 

- (3Mr - 2Q2)I/2(3Mr - 4Q2)I/2* 7 

X (XI - 2 )Tll) - T(2 )XC- I ) ] = 0, 

which gives another conserved quantity, W2 • 

Now, using the asymptotic solutions at infinity 
[Eq. (3.9)] and the connections between the coefficients 
[Eqs. (3.10 and (3.12)], one obtains the sum of WI 
and W2 , 

W= WI + W2 

= 2iw (Q2A(2)DI-2) _ Q2B(2)C(-2) + 2A(l)D(-I) _ 2B(I)C(-1) 
3M 

+ 2iw (Q2A(_2)D(2) _ Q2B(-2)C(2) + 2A(-I)D(I) _ 2B(-I)C(I») 
3M 

=_ 4Q2 [9~ IA(2)12+ IA(I)- V2Q.,fU-l)(Z+2) A(2)12 
9M2 'iJW"2 4iw 

+9M
2

IC(2)12+ IC(1)+ f2Q.,f(Z.-0(l+2) C(2)12] 
SZf! 4zw 

+ 4Q2 [9M
2 I A(_2) 12 + IA I-I) _ f2Q.,f(l -O(Z + 2) A(- 2) 12 

9M2 8w 2 4iw 

9M2 ICI- 2) 12 IC(_I) V2Q.,f(l-I)(Z+2) 
+ 8w2 + + 4iw 

(4.6) 

which is exactly the same as the energy flux at infinity 
up to a constant factor. [Compare Eq. (4.6) with 
Eq. (A12).] 

To prove that the ingoing energy flux is greater than 
the outgoing energy flux, W is evaluated on the event 
horizon using Eqs. (3.10) and (3.13), 

W= 2Q2r+ [{2(r _ '11) + iwr 2}0!(2)j31-2) 
3Mr+ _ 4Q2 +' + 

+ 4r/ [(r _'I1+iwr2)O!(l)~l-1) 
3Mr+ - 2Q2 +' + I"' 

2f2Q3.,f(l-I)(Z + 2)r+
4 

[a(2)j3(_I) + j3(2)a(_I)] 
+ (3Mr+ - 2Q2)(3Mr+ - 4Q2) 

4Q2 [I 3 (1) f2Q.,f(l-1)(l+2) (2)1
2 

= - (3Mr+ _ 2Q2)2 r+ a - 4(r+ _ M + iwr/) O! 

+ !r 3i3(1)_ Y2Q.,f(l-I)(l+2) j3(2)12 
+ 4(r+ - M - iwr+ 2) 

(4.7) 
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So, W is always negative which guarantees that the 
net energy flow is radially inward. We also see that 
there exists no solution with A(l) = C(1) =A (2) = C( 2) = 0 

for w real, that is with zero incoming waves-a first 
step in an analytic proof that the Reissner-Nordstrom 
metric is stable. However, using the Hamiltonian 
formalism, Moncriefll obtained equations for coupled 
gravitational and electromagnetic perturbations of a 
nonrotating (Reissner-Nordstrom) black hole and has 
established the stability of Reissner-Nordstrom black 
holes. Also, Chitre12 has developed a gravitational 
perturbation equation of a Kerr-Newman black hole in 
the limit of small charge. 

The coupled equations [Eqs. (2.20) and (2.21)] can be 
solved numerically to investigate, for instance, the 
scattering of electromagnetic waves on a charged black 
hole and the resulting generation of outgoing gravita
tional wave. 
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APPENDIX A: ELECTROMAGNETIC AND 
GRAVITATIONAL ENERGY FLUX 

The expression of the electromagnetic energy flux 
in terms of ¢'s and the gravitational energy flux in 
terms of l{!'s for an uncharged background metric are 
given in Ref. 5, 

J2 Eout 2 
_lr_el_=l" ~ I,f..BI2 
dt dfJ 1m 277 '1-'2 , 

(At) 
r- oo 

(P E!Y = l' y2 I,f..B 12 
dt dfJ 1m 87T 'Va , 

r- oo 

(A2) 

d2 E out r2 
dt da = lim 47TW2 I <P: 1

2
, 

r- oo 

(A3) 

d
2 

E~~ -1' ~ I BI2 
d dfJ - 1m 64 2 <Po • t r- OO 7TW 

(A4) 

These expressions also hold for a charged background 
metric if one imposes the boundary condition that the 
perturbed tetrad reduces to the same flat space-time 
tetrad at infinity as the unperturbed tetrad does. 

Then, the first order perturbation of Eq. (2.1), 

(nB - 2pB)¢I + (D - 2p}¢f - (0'" - 20!)¢g = 0, (A5) 

shows that the asymptotic form of ¢f at infinity is 

¢f-exp(-iwr')/r2. (A6) 

Using Eq. (A6) and the boundary condition on the tetrad 
and Eqs. (1. 2) and (1. 4) for the unperturbed quantities, 
one can see that the electromagnetic energy flux has the 
form at infinity for both charged and uncharged back
ground metrics, 

(A7) 
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For the gravitational energy flux, it is the way ljio 
and lji4 are defined3 that guarantees that ~ and lji: are 
related to the gravitational energy flux in the same way 
for both charged and uncharged background metrics, 

ljio= - C,,8YOZ"m8ZYmO 

= - [R,,8YO + ~(g"yR80 - gcy'oRay + g8oR Oi'I' - g8r R"o) 

+ (R/6)(g"oRSY -g",yR80)]Z"m8tm6 

= -R,,8YOZ"m8fm6ZYmO. (A8) 

The last step of Eq. (A8) is done by the orthogonality 
of the tetrad. For a pure gravitational perturbation in 
an uncharged background metric R"v = 0 anyway. But 
even for a perturbation in a charged background metric 
the terms involving R"v drop automatically as shown 
in Eq. (A8). Then, with the boundary condition on the 
tetrad, one can show that 

lim 64
r 

2 Iljiol2=lim 64
r 

2 IR,,8YOZ"m6tm612 
r"'co 1TW r'" 00 1TW 

represents the ingoing gravitational energy flux. 5,13 To 
find the asymptotic form of cf>g one first obtains the 
asymptotic form of ljif by noting the dominant terms in 
Eq. (2.9) with the boundary condition on the tetrad. 

Using the asymptotic form of ~ [Eq. (3.10)] in 
Eq. (2.9) one obtains 

,hE _ (. t) (',J..) ym V (Z - l)(Z + 2) A(2) exp( - iwr') 
'+'1 --exp -zw exp zm'f' 1 I ? 

2J2iw 

( . t) (',J..) y-m V (Z -1)(Z + 2) C(2) exp(iwr') - exp zw exp - zm'f' 1 I r 

Then, 

cf>B _ xf + 2cf>I<J!f 
0- 3lji2 

x exp(- iwr') 
r 

2J2iw 
(A9) 

_ exp(iwt) exp(- imcf»IYjm (~~) + QV(Z-l)(Z + 2) C(2)\ 
6J2iwM ) 

x exp(iwr') 
r 

A similar procedure for cf>~ results in 

cf>B _ X~I + 2cf>llji: 
2 - 3lji2 

1233 

x exp(iwr') 
r 

(
C(_l) 

-exp(iwt)exp(- im cf>t1Y jm ~ 

x QV(Z-l)(Z + 2) C(_2») exp(- iwr') 

12J2iwM r 
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(A10) 

(All) 

Now we have all the necessary asymptotic forms to 
get the energy flux. Using Eqs. (A1)-(A4) (the angular 
functions Y, are normalized so that fy 2 dn= 1), 

dEtotal dEout dEtn dEout dEtn ___ =::::.=..iI!:..- _ ---E. + _e_l ___ e_1 

dt dt dt dt dt 

= 64!w2 [IA<_2)12+ IC<-2)12_IA<2)12_IC<2)12] 

+ _1_[ IA(-l) _ v2QV(Z -l)(Z + 2) 
72rrM2 4iw 

A<_2) 12 + I C<-l) + J2QV(Z-l)(Z + 2) 
x 4iw 

-IA (1) _ J2QV(Z - l)(Z + 2) 
4iw 

x A(2) 12 _I C(l) + v'2Q~i~ - l)(Z + 2) C(2fJ . 

(A12) 

APPENDIX B: RELATIONS BETWEEN 
(iflg, xf) and (ifI~' X~I) 

To find the relations between the two groups we use 
the following first order perturbation equations of the 
Bianchi identities: 

3(DB - 3pB)lji2 + 3(D - 3p)ljif - 3(0* - 2a)ljif 

- 2(DB _ 2pu + pB)cf>u 

- 2(D - P)cf>f1- 2cf>1(0* - 2a)cf>~ + 4cf>1(0 - 2a)cf>t B = 0, 

(B1) 

3(OB - 3TB)lji2 + 30<W - 3(~ - 2y + 2 /-l)ljif + 2(OB + TB + 2rr*B )cf>u 

+ 20cf>fl + 2cf>1 (~ - 2/-l - 2y)cf>g - 4cf> 1 (D + 2p)cf>t B = 0, 

(B2) 

3(0*B + 3rrB)lji2 + 30* <W - 3(D - 2p)lji: + 2(0-i<B - rrB - 2T*B)cf>u 

+ 20* cf>f1 + 2cf>I(D + 2p)cf>f - 4cf>1(~ - 2/-l - 2y)cf>t B = O. 

(B3) 

Subtracting the complex conjugate of Eq. (B1) from 
Eq. (B1) itself, one obtains 

3lji ;2cf> [(D-3p)ZB_(O*-2a)ljif+(0-2a)lji!B 
2 u 

(B4) 

where ZB = 2i Im(ljif), and subtraction of the complex 
conjugate of Eq. (B3) from Eq. (B2) gives 

1 
3lji2 _ 2cf>u [OZB - (~- 2y+ 2/-l)ljif + (D - 2p)lji:B 

+ 2cf>1(~ - 2y - 2/-l)cf>g - 2cf>I(D + 2p)cf>;B] = TB + rr*B. 

(B5) 

Now operating (D - 2p) on Eq. (B4) and using the 
following N-P equations: 

(D - 2p)pB - (0* + 2J3}KB = 0, (B6) 

(0* - 4a)ljig - (D - 4p)ljif + 2cf>lDcf>g = (3lji2 - 2cf>u)KB, (B7) 
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one finally obtains an equation involving only the quanti
ties the asymptotic solutions of which we have and ZB. 

3</J2 - 2¢1l ID _ 5p _ 2p 4¢1l ) (D _ 3p)ZB 
3</J2 + 2¢1l \ 3</J2 + 2¢u 

= (6* - 2a)(6* - 4a)</J~ - (6 - 2a)(6 - 4a)</J~B 

+ 44>1 I 2 4¢l1 ) ( * ) B 
3</J2+ 2¢11 \D-5p - P3</J2+ 2¢1l 6 -2a Xl 

-::--_4_¢'-;;J1L-_ ID 5p 2p 4¢11 ) (6 _ 2a)X*1 B. 
3</J2 + 2¢U ~ - - 3</J2 + 2¢U 

(B8) 

Similarly, by operating (6+2a) on Eq. (B5) and using 

(6 + 20MB - (a + }.L - 2y)aE - pi\u = 0, (B9) 

(6+2aliT*B -(D-p)x B+ }.LUB=O, 

(a - 4y+ }.L)</J~ - (6 + 2a)</Jf - 2¢1(6 + 2a)¢~ 

= (3</J2 + 2¢11)UB, 

(D - p)</J~ - (6* + 2a) </Jf- 2¢1(6* + 2a)¢: 

= - (3</J2 + 2¢1l)i\B, 

one gets another equation, 

(BlO) 

(B11) 

(B12) 

(Bl3) 

Equations (B8) and (B13) are separated by introducing 
Eq. (3.8) and 

ZB = exp( - iwt) exp(im¢)oy~(e)RlO)(r) - exp(iwt) 

(B14) 

With sy(m = (-1):sYt, the resulting radial equations 
are, from Eq. (B8), 

3Mr-2Q2(~~_iW_2(r-M) +7a 4Q
2
a ) 

3Mr - 4Q2 r2 dr Y r3 r3(3Mr _ 4Q2) 

(B15) 

and from Eq. (B13), 

3Mr - 4Q2 ,j (1- 1)l(l + 1)(l + 2) R(O) 
3Mr-2Q2 2y I 
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1 (d d 2(r - M) a 4Q
2 a ) 

+ '4 Y dr - iw + ? + r3 - r3(3Mr _ 4Q2) 

x(~ ~ . + 4(r - M) 3a) p(_2)* 
Y dr -lW Y -7 I 

+ Q..J(l - 1)(l + 2)r (a d . 2(r - M) - - + tW + -'-~--'. 
.J2(3Mr _ 2Q2) Y dr Y 

Q..J(l-l)(l + 2)r (a d . 2(r-M) + 2- -lW+-'-~-
.J2(3Mr _ 2Q2) r dr Y 

(B16) 

3Mr - 4Q2 ,j (Z -1)l(1 + 1)(l+2) R(O) 
3Mr- 2Q2 2y I 

_1. (~~ . 2(r-A:l) ~ 4Q2a) 
- 4 Y dr + lW + Y + r3 - r(3Mr _ 4Q2) 

Q..J(l-1)(1+2)r (a d . 2(r-M) + - - + tW + -"-~--'. 
J2(3Mr _ 2Q2) Y dr r2 

(B17) 

From these equations to the final results is a very 
long but straightforward calculation. One gets a set of 
six equations by taking the first two highest terms with 
exp( - iwr') in each of the three equations and another 
set of six equations by taking the two highest terms with 
exp(iwr'). 

On the event horizon one set is automatically elimi
nated by the boundary condition that the group velocity 
of the wave be negative. 

The final results are given in Sec. III [Eqs. (3.11), 
(3.12), and (3.13)1. 
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A new functional equation in the plasma inverse problem 
and its analytic properties * 

H. H. Szu,at C. E. Carrolla, b, C. C. Yang,a and S. Ahna, b 

a Applied Mathematics Staff, Naval Research Laboratory, Washington, D.C. 20375 
and bDepartment of Physics, University of Pennsylvania, Philadelphia, Pennsylvania 19174 
(Received 19 January 1976) 

In the one-dimensional form of the plasma inverse problem, reflection of transverse electromagnetic waves 
is used to determine the electron density in a cold, collisionless, unmagnetized plasma. We extend the 
applicable Gel'fand-Levitan integral equation so that it is valid for a1l times. Laplace transformation of 
the extended equation gives a linear functional equation containing the complex reflection coefficient. We 
solve the functional equation analyticaIly in special cases, and classify reflection coefficients by their 
analytic properties. 

I. INTRODUCTION 

Recent work by Case and Kac1 and by Dyson2 

promises to cause a revival of interest in the one
dimensional form of the inverse scattering problem. 
This problem was solved some years ago by Gel'fand 
and Levitan,3 and Faddeev4 gave a comprehensive re
view of the Gel'fand- Levitan and related techniques. 
In this paper, we shall study the one-dimensional form 
of the plasma inverse problem, 5 in which the density 
distribution in a plasma is to be determined by the re
flection of transverse electromagnetic waves. The 
electric field in a cold, collisionless, unmagnetized 
plasma obeys a partial differential equation in which the 
plasma density appears as the nonconstant coefficient. 
Kay6 and Balanis7 have proposed this model as a sub
ject for mathematical study, and also for possible 
application to radar studies of the ionosphere. 

Thus we study a stratified plasma whose electron 
density is N(x). We assume 

N(x) = 0 for x < 0, (1) 

and seek to determine N(x) for x> O. Solution of the 
Gel'fand- Levitan integral equation gives a function 
from which N(x) can easily be obtained. But solution of 
the Gel'fand- Levitan equation by iteration of the kernel 
does not always converge, and is unsuitable for 
analytical work on the plasma inverse problem, The 
convergence of the iteration scheme is considered in 
the Appendix, In Sec. II, we extend the Gel'fand
Levitan equation to make it applicable for all times. 
Laplace transforms are introduced in Sec. III, and used 
to derive our linear functional equation. A(s) is the 
Laplace transform of the reflection, or the complex 
reflection coefficient. It appears in our functional equa
tion, which is linear in two unknown functions, The 
asymptotic form of either unknown function determines 
N(x), the plasma density. In Sec, N, this method 
will be applied to a simple example. 

The Laplace transform A(s) is a function of s, the 
complex variable. Various kinds of singularities are 
possible; they can be used to classify these reflection 
coefficients, and can be related to the behavior of N(x) 
as x - + 00. Branch points of A(s) are considered in Sec. 
V, where the complex transmission coefficient is in
troduced and a simple example is solved analytically. 
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If N(x) decreases exponentially as x - + 00, then A(s) 
can have branch points; but if it decreases faster than 
any exponential, then A(s) must be meromorphic. In 
Sec. VI, we apply the Nevanlinna theory 8 to this 
meromorphic function. Rational functions A(s) are 
treated in Sec. VII. Kay has given a general solution 
of the inverse problem for this case9 ; but many rational 
functions, such as the Butterworth functions, 10 appear 
as inconvenient limits of Kay's solution. For this rea
son, we shall solve the plasma inverse problem for the 
case in which A(s) is a Butterworth function. The appli
cation of our results to stUdies of the ionosphere is 
briefly discussed in Sec. VIII, the conclusion. 

II. EXTENSION OF GEL'FAND-LEVITAN EQUATION 

In this section, we write the wave equation for trans
verse electromagnetic waves in a COld, collisionless, 
unmagnetized plasma. The one-dimensional equation 
has a symmetry between space and time, and allows a 
spacelike solution, as well as the retarded or phYSical 
or timelike solution. This spacelike solution is closely 
related to the Marchenko function, which is determined 
by the Gel'fand-Levitan integral equation. We shall 
combine the spacelike and timelike solutions, to obtain 
an extended integral equation, which is valid for all 
time and is amenable to Laplace transformation, 

The electromagnetic waves propagate in the ±x 
directions, We assume that no external magnetic field 
is applied; and a collisionless plasma can produce no 
change in the polarization of an incident electromag
netic wave. The electric field is E(x, t), and we may 
assume that it is always parallel to the z axis. Since the 
electron density depends only on x, we have no separa
tion of charges in the plasma; this means that 

V' • E = V' • j = 0, (2) 

where j is the current density. We neglect reflection of 
electromagnetic waves by the ions; this means that j is 
the electron current. For a cold, collisionless plasma 
we have 

j = (e2/m)N(x) r~ E(x, t') dt', (3) 

where e and m are the charge and mass of an electron o 

We seek to determine N(x) from the knowledge of the 
incident and reflected waves. Because of (1), we must 
have 
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FIG. 1. The light cone divides the x-t plane into four quad
rants. We consider a timelike and a spacelike solution of the 
wave equation; each solution is the sum of 6(x - ct) and a 
bounded part. 

E(x, t) = I(x - et) + R[(x + et) when x <s O. 

Here e is the speed of light. Kay9 and Balanis5 in
troduce a simplifying assumption at this point; they 
write 

E(x, t) = 6(x - et) + R(x + et) when x <s O. 

(4) 

(5) 

The general form (4) can be recovered by a process of 
superposition, because (3) and Maxwell's equations are 
linear in E(x, f). The function R(y) is defined by (5). 
From causality and assumption (1), R(y) = 0 for y < 0; 
this is a statement that the reflection from the plasma 
is found inside the forward light cone (Fig. 1). The 
plasma inverse problem is the determination of N(x) 
from R(y), the reflection. To solve it, we use a reflec
tionless solution which vanishes inside the forward 
light cone, but not outside (Fig. 1). 

In either case, the electric field must satisfy a par
tial differential equation which is derived from 
Maxwell's equations. Let 

(6) 

where re = e2j me2 is the classical electron radius. Then 
(2) and (3) lead to 

( 
02 02 ) 

ilx2 - ot2 E(x,t)=q(x)E(x,t). (7) 

Here and henceforth we put c = 1. Incidentally, we ob
tain plasma oscillations of long wavelength by consider
ing the case in which N(x) is nearly constant and 02jax2 

is negligible. This means that q(x) is the square of the 
plasma frequency. 

The retarded electric field, E(x, t), satisfies (5) and 
(7). It can be written as 

E(x, t)= 6(x - t) + R(x +t) 
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+ J:ax<ox.onK(x,y)[6(y - t) +R(y +t)]dy. (8) 

The Marchenko function K(x,y) appears here as a kernel 
which extends the known solution (5) into the interior of 
the plasma. In the case (4), we have 

E(x, t) = I(x - t) + R[(x + t) 

+ J.:K(x,y)[I(y-t)+R[(y+t)]dy. 

Here R [(x, f) is a function whose shape depends on that 
of I(x- f), but K(x,y) is the same function as in (8), In 
fact K(x,y) is determined by N(x) and vice versa. To 
see this connection, we define K(x, y) as follows. We 
ask for a reflectionless, spacelike solution of (7). This 
solution is 

6(x - t) +K(x, f). (9) 

It must satisfy 

(il~22 - :f~-q(X))[6(x-t)+K(X,t)]=0. (10) 

This solution is reflectionless because we require 

K(x, t) = 0 when x <s O. (11) 

It is called spacelike because it vanishes inside the light 
cone (Fig. 1); we require 

K(x,t)=O when iti >x>O. (12) 

The singular part of this solution is the 6 function which 
appears explicitly in (9). We demand that K(x, t) is 
bounded everywhere, and we can use (6) and (10) to 
construct K(x, t) if N(x) is known. A similar separation 
into a 6 function and a bounded part is possible in the 
timelike solution, which satisfies (5) and (7). We can 
construct E(x, t) if N(x) is known, and we require that 
E(x, t) - 6(x, t) be bounded everywhere. 

If either the spacelike or the timelike solution is 
known, we can recover (6) and the plasma density. 
Equation (10) can be written in the form 

(il~~ - ::2 -q(X))K(X, t) =q(x)6(x - f), (13) 

which states that the first partial derivatives of K(x, t) 
are discontinuous at x = t. We find that 

a a 
axK(x, t) = iltK(x, t) =q(x), 

where the partial derivatives are evaluated at f =x
o

, 

just outside the light cone (Fig. 1). This result can be 
written as 

d 
q(x) = 2 dx K(x, x), 

where the limit t - X
O is implicit. Also, (13) tells us 

that K(x, t) and its first partial derivatives vanish at 
f = - x. Similar considerations apply to the timelike 
solution. We find 

q(X)=-2
dx
d 

lim[E(x,t)-6(x,t)]. 
t "x+ 

If f < x, the retarded electric field must vanish, 
and (8) gives 

(14) 

(15) 

R(x+f)+K(x,t)+ r:K(x,y)R(y+t)dy=O, (16) 
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FIG. 2. Domains of integration for Gel'fand-Levitan equation 
and extended Gel'fand-Levitan equation are plotted as functions 
of t. For the Gel'fand-Levitan equation, t <x and the domain 
appears as a triangle. For the extended Gel'fand-Levitan 
equation, all values of t are allowed, and the domain appears 
as a semi-infinite trapezoid. 

which is the Gel'fand- Levitan integral equation. The 
range of integration appears as a triangle in Fig. 2. 
The solution of (16) is unique; this can be shown be
cause q(x) is nonnegative. See Faddeev4 for a com
prehensive review of the Marchenko function and the 
Gel'fand- Levitan integral equation. If (16) can be 
solved for K(x, f), we obtain N(x) from (6) and (14). 
Integral equations such as (16) are often solved by 
iterating the kernel, This means that we set 

00 

K(,,<, f) = 6 Kn(x, f), (17) 
n=O 

where 

Ko(x, t) =- R(x + t) (1Sa) 

and 

(lSb) 

for n ~ 1. The function R(y) is bounded, and we may 
assume that 

(19) 

but we are not assured that (17) converges. In the Ap
pendix we show that (17) converges when 

0-'" It I <x<rr/4maxIR(y)l. (20) 

Our method of solution uses (S) directly, without the 
assumption that t <x. We introduce the "entire" electric 
field 

which is valid for all values of t. The range of integra
tion is plotted in Fig. 2. 

The plasma density is independent of time, and we 
can eliminate t from (23) by taking Laplace transforms. 

III. LAPLACE TRANSFORMS 

In this section, we reformulate the plasma inverse 
problem in terms of Laplace transforms and the com
plex frequency variable. The Laplace transform of 
R(y) is 

A(s) = J~ 00 R(y) exp(- sy) dy, 

and we classify reflection coefficients according to the 
analytic properties of A(s). We shall obtain a functional 
equation that determines two unknown functions in terms 
of A(s), and the asymptotic form of either function will 
give [(x,x). Then we use (6) and (22) to complete the 
solution of the plasma inverse problem. Incidentally, 
Laplace transforms will give us a derivation of (S) 
from (9) and (10), thus closing a gap in Sec. II. The 
Laplace transform of the retarded electric field is 

E(x, s) = r: E(x, t) exp(- st) dt. 

The integral converges when the real part of s is posi
tive, because E(x, t) vanishes in the backward light cone 
(Fig. 1). Then (5) becomes 

E(x,s)=exp(-sx)+A(s)exp(sx) whenxz:O. (24) 

Since R(y) appears in (5) as the reflected part of the 
electric field, we can assume certain smoothness 
properties. We assume that R(y) and R'(y) belong to 
the class Ll(_ co, + co), and we have assumed that IR(y)1 

is a bounded function satisfying (19). With these as
sumptions, we can show that IA(s) I <E whenever I s I is 
sufficiently large and the real part of s is nonnegative. 
We choose J1 such that J~ I R(y) I dy < tE, and then use 
partial integration to estimate the integral from 0 to 
]\II. In this way, we prove that A(s) - 0 uniformly as 
s - co in the closed right half of the complex plane. 

The time like electric field contains a 0 function and 
a bounded part. We define 

B(x, 8) = r: [E(x, t) - o(x -1)1 exp(- st)dl. (25) 

Then B(x, 8) exp(sx) - 0 uniformly as s - co in the closed 
right half of the complex plane, by the same reasoning 
that we applied to A(s). Since E(x, t) - o(x - t) is bound
ed, we have 

I B(x, s) I ~ (const) exp(- at)/a for a'> 0, (26) 

[(x, t) =K(x, t) + o(x - t) - E(x, f). (21) where a is the real part of 8. 

This is a bounded function which vanishes when x + t < 0; 
see Fig. 1. Indeed, the considerations leading to (14) 
and (15) show that (21) is a continuous function of t near 
f =x, and that 

d 
q(x) = 2-:;- [(x,x). 

(~x 

This function incorporates the solution of the direct 
scattering problem, for E (x, t) = - [(x, t) when f > x 0 

Also, this function satisfies the integral equation 

(22) 

The timelike and spacelike electric fields satisfy 
(7) and (10). Laplace transformation gives 

( 
02 ) A 

-2 _82 _q(X) E(x,s)=O 
and ilx 

(~ - S2 _ q(x)\[exp(- sx) + F(x, s)1 = 0, 
ax '} 

where 

F(x, s) = r:K(x, l) exp(- sl) dl. 

(27) 

(2S) 

(29) 

R(x + t) +[(x, t) + J:ax<_x,_n[(X,y)R(y + f)dy = 0, (23) The integration in (29) extends over the region where 
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K(x,t) need not vanish; see (12). F(x,s)=Owhenx"'O, 
because of (11). The finite range of integration in (29) 
implies that F(x,s) is an entire function of s. Since 
K(x, t) is bounded, we have 

I F(x, s) I'" (const) (sinhxa)/a. 

We can now write useful relations among these 
Laplace transforms. A change of sign in (28) gives 

(30) 

C~22 -s2_ q (x»)[exP(sX)+F(X,-s)1=O, (31) 

Equation (29) shows that this change of sign corresponds 
to time reversal. According to (27), (28), and (31), 
we now have three solutions to an ordinary, second
order differential equation. There must be a linear 
relation among them. If s *- 0, exp(- sx) + F(x, s) and 
exp(sx) + F(x, - s) ~re independent solutions, and it is 
possible to write E(x, s) as a linear combination of 
them. The coefficients may depend on s. Since F(x, s) 
= 0 for x'" 0, we can use (24) to determine the coeffi
cients; we find 

i(x, s) = exp(- sx) + F(x, s) + A(s)[exp(sx) + F(x, - s)1. 

This equation is the Laplace transform of (8), which has 
thus been derived from (9) and (10). By continuity, it 
holds when s=O. Since E(x,s)=exp(-sx)+B(x,s), we 
obtain 

A(s)[exp(sx) + F(x, - s)1 + F(x, s) - B(x, s) = 0, (32) 

our functional equation for B(x,s) and F(x,s). It should 
have been derived directly from (23), using 

F(x, s) - B(x, s) = r:[(x, t) exp(- st) dt. 

If A(s) can be continued analytically into the left half 
of the complex plane, (32) can be solved by analytic 
methods, using the growth conditions (26) and (30). 

After solving for B (x, s) and F(x, s), we can easily 
recover (21L If oK/at is bounded for small positive 
values of x - t, then partial integration of (29) gives 

F(x,s)--[(x,x)exp(-sx)/s as s--oo. 

Alternatively, we can integrate (25) by parts. We have 

lims exp(sx)B(x, s) = lims exp (sx) F(x ,s) = - [(x,x). 
s"+oo s-+_oo 

(33) 

Finally, N(x) is found from (6) and (22). 

IV. A SIMPLE EXAMPLE 

As an example of analytic solution of the plasma in
verse problem, we consider the case 

R(y) = - AH(y - 20') exp[ - A(y - 20')1. 

Here 0' and A are positive constants, and H(x) is the 
Heaviside step function. 

A(s) = - [A/(s + 11.)1 exp(- 20's) (34) 

is a meromorphic function of s. The functional equation 
(32) gives 

- A[exp(sx) + F(x, - s)] exp(- 20's) + (s + A)F(x, s) 

= (s + A)B(x, s). (35) 
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Since F(x, s) is an entire function of s, (s + A)B(x, s) 
must be an entire function of s. 

If x '" 0', we write (35) as 

(s + A)F(x, s) exp(sx) 

= A exp(2sx) exp(- 20's) + A[F(x, - s) exp(- sx)] 

xexp(2sx) exp(- 20's) + (s + A)B(x, s) exp(sx). 

Equation (30) implies that the entire function on the 
left is bounded by a linear function of s if s - 00 while 
a (the real part of s) is constant. Also, the function on 
the left is bounded as 0-- co, From (30) and (26), the 
entire function on the right is bounded as 0- + 00. Then 
Liouville's theorem on entire functions requires 
(s+A)F(x,s)exp(sx) to be a linear function of s, Since 
it is bounded as 0-- w, (s + A)F(x, s) exp(sx) must be 
a constant. Since F(x, s) has no pole at s = - A, (s + A) 
XF(x, s) exp(sx) must vanish identically. Therefore, 
F(x,s)=O and B(x,s)=A(s)exp(sx). We learn that 
[(x,x)=Oifx<O'. 

If x> 0', we have 

(s + A)F(x, s) 

= A exp(sx) exp(- 20's) + AF(x, - s) exp(- 20's) 

+(s+A)B(x,s). 

We use (30) and (26) to obtain a bound for the right-hand 
side as 0- + 00; it is dominated by a multiple of the first 
term. We have 

IF(x,s)1 "'(const/a)exp[a(x-2O')] whena>O. 

We now write (35) as 

- A exp(2sx) exp(- 20's) - AF(x, - s) exp(sx) exp(- 20's) 

+ (s + A)F(x, s) exp(sx) = (s + A)B(x, s) exp(sx). 

The function on the left is bounded as 0-- ce. The en
tire function on the right is bounded by a linear func
tion of s if s - 00 while a is constant, and it is bounded 
as a - + 00. Liouville's theorem requires (s + A)B (x, s) 
xexp(sx) to be a linear function of s. Since it is bounded 
as a-+ CIO , it must be equal to C, a constant. We have 

B(x, s) = [C/(s + A)] exp(- sx) 

and 

(s + A)F(x, s) exp(O's) - AF(x, - s) exp(- O's) 

= A exp(sx) exp(- O's) + C exp(- sx) exp(O's). (36) 

Let us replace s by - s and add the resulting equation 
to (36). We obtain 

s[F(x, s) exp(CI's) - F(x, - s) exp(- O's)1 

= 2(11. + C) cosh(sx - O's). 

Since F(x,s) is an entire function of s, this quantity 
must vanish at s = O. Therefore, C = - A, and 
F(x, s) exp(CI's) - F(x, - s) exp(- O's) must vanish identi
cally. We obtain 

B(x, s) = - [A/(s + A)] exp(- sx) 

and 

F(x,s)=2A[sinh(sx- O's)/s1exp(- O's). 
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Then (33) gives t(X,X)=A. 

We conclude that 

[(x,x)=?tH(x- a), 

and hence 

q(x) = 2AO(x - a) 

is the unique solution of this inverse problem. 

Note that [(x,x) is a discontinuous function of x, and 
that K(x, t) is a discontinuous function of t, The partial 
integrations leading to (33) are not justified at x = a. 
Our method of obtaining [(x,x) fails at discontinuities 
of this function, but we may refrain from evaluating 
[(x,x) at such points. 

If we simplify the foregoing example by letting a 
-0·, then K(x, t) is not continuous at t=-x; but this 
causes no difficulty in our calculations. 

V. BRANCH POINTS 

The function A(s) was defined as a Laplace trans
form, and it must be analytic in the right half of the 
complex plane. In many cases, it can be continued 
analytically into the left half of the complex plane, and 
only isolated singularities are encountered. If there are 
no such singularities, A(s) is an entire function of s; 
but we conjecture that this occurs only in the trivial 
case A(s) =q(x) = O. In this section, we present exam
ples to show that A(s) can have branch points, and we 
relate the analytic properties of A(s), the reflection co
efficient, to those of the transmission coefficient and 
the Jost function. 

If q(x) approaches a positive limit as x - + 00, then 
A(s) can have a pair of branch points on the imaginary 
axis. For example, let 

s(r-s+b)- (b+e)r- (a2+b2+be) 
A(s)= s(r+s+b)+(b+e)r+(a2+b2+be) ' (37) 

where r= (s2 +a2)1/2. We assume that a, b, and e are 
positive constants, and assert that (37) is analytic in 
the right half-plane. However, (37) has branch points 
at s = ± ia. To define (37) in the left half-plane, we 
draw a straight branch line from s = - ia to s = ia, and 
define r as an odd function of s. We can now solve (32). 
We replace F(x, s) by two other entire functions: 

Fe(x, s) = HF(x, s) + F(x, - s)] + coshsx 

is an even entire function, and 

Fo (X, s) = H F(x , s) - F(x, - s)]- sinhsx 

is an odd entire function. Then (32) becomes 

(
l-A(S») B(x,s)+exp(-sx) 

Fe(x,s)+ l+A(s) Fo(x,s)= l+A(s) • 

Multiplication of this equation by r + b gives 

(r + b)Fe(x, s) + [S2 + (b + e)r+a2 + b2 + be] Fo(x, sl/s 

=G(x,s), 

where G(x,s) is an unknown function; it must satisfy 

I G(x, s) I < (const) I s I exp(- ax) (38) 

when a is positive and I s I is sufficiently large. The 
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bound (30) implies that (38) is also valid when a ~ 0 and 
I s I is sufficiently large. In terms of the entire 
functions 

I/J(s) = bFe(x, s) + (S2 + a2 + b2 + be)Fo(x, s)/s 

and 

ep(s) = Fe (x, s) + (b + e)Fo(x, sl/s, 

we have 

I/J(s) + rep(s) = G(x, s). 

Since I/J(s) and ep(s) are even entire functions, 

I/J(s) - rep (s) = G(x, - s). 

The product of these two equations is 

~ - (S2 + a2)ep2 = G(x, s)G(x, - s), (39) 

a quadratic functional equation. The right-hand side 
must be an entire function, and the bound (38) implies 
that it is a polynomial. Hence (39) is a functional equa
tion of the type encountered by Lebowitz and Zomick.11 
Because of (38), the right-hand side of (39) must be an 
even quadratic function of s. Also, the bound (30) im
plies that I/J(s) and ep (s) are entire functions of exponen
tial type; they must satisfy 

I/J(s) - - s sinhsx 

and 

ep(s) -coshsx 

as s ~± 00, The theory of Gross, Osgood, and Yang12 

now tells us that the solution of (39) is unique, apart 
from two constants that we proceed to determine. We 
rewrite (39) as 

~ _ (S2 +a2)ep2 =A2(S2 +a2) + B2, (40) 

where A and B are constants to be determined; they may 
depend on x. To solve (40), we write it as 

(BI/! + iAr2ep)2 +r2(AI/!- iBep)2 = (A2r2 + B2)2. 

Here BI/! + iAr2ep and AI/! - iBep are even entire functions. 
The desired solution is 

and 

The known asymptotic forms of I/!(s) and ep(s) fix 
the coefficient ix, and require the ambiguous sign in 
(42) to be the same as that in (41). Since the signs of 
A and B are yet undetermined, the ambiguous signs 
can be dropped. Then we have 

I/J(s) = iAr sinhrx + B coshrx 

and 

ep (s) = - iA coshrx - B(sinhrx)/r. 

Since 

Fo(x,s)/s=[I/!(s)- bep(s»)/r2 

must be an even entire function, we have B = - iAb/ 

(41) 

(42) 

(1 + bx). Finally, to satisfy (30), we choose A = i. Then 
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sinhrx b sinhrx 
F(x, s) = coshrx + (b + c - s)--r- - r(1 + bx) 

b2(b ,)rxcoshrx-sinhrx -exp(-sx). 
+ + c - s r3(1 + bx) 

From this function, we find 

a2x b2x c 
{(x, x) = 2 + 1 + bx + "2 ; 

hence 

q(x) = (a2 + (1 !b;X)2 ) H(x) + co(x) 

is the unique solution of this inverse problemo 

In this example, q(x) - a2 as x - + 00, and A(s) has 
branch points at s = ± ia c Branch points at s = ± ia will 
appear if 1 q(x) - a2

1 decreases exponentially as x - + <xo. 

In this case, we can demand 

i(x, s) - T(s) exp(- rx) (43) 

as x - + 00. This condition introduces the transmission 
coefficient coefficient T(s). The boundary conditions 
(24) and (43) serve to select the desired solution of the 
differential equation (27). It is often convenient to 
divide this solution by T(s), and to consider a function 
f(x, s) which satisfies (27) and 

f(x, s) -exp(- rx) (44) 

as x - + 00. This is essentially the Jost function. 13 It 
satisfies a convenient integral equation: 

1 '" 
f(x,s)=exp(-rx)-:;; J {sinh[r(x-y)]} 

x 

x[q(y) - a2]fCv, s)dy. 

To show thatf(X, s) is analytic when the real part of r 
is positive, we use part (a) of the method of Barg
mann!4; this involves the uniform convergence of an 
infinite series of analytic function. Since Iq(x) - a2

1 de
creases exponentially as x - + <xo, part (b) of the method 
of Bargmann shows that f(x, s) is analytic when r is 
sufficiently close to the imaginary axis. In this way, we 
show that f(x, s) is an analytic function of r in the neigh
borhood of r = 0; hence f(x, s) has branch points at 
s =±ia. We can also show that af/ax has branch paints 
at s =± ia. To recover A(s) and T(s), we note that (24) 
implies 

and 

[
sf(X,S)+21...] =2sA(s) 

ax:.:o T(s) 

[sf(X,S)- ~~l=o = ~:)' 

(45a) 

(45b) 

This means that A(s), or both, have branch points at 
s=±ia. We do not prove thatA(s) itself must have 
branch points at s = ± ia. 

Such a pair of branch pOints is not expected if xq(x) 
- 0 as x - + 00. In this case we replace (43) and (44) by 

t(x, s) - T(s) exp(- sx) (46) 

and 

f(x, s) -exp(sx). (47) 
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The conditions (24) and (46) now serve as boundary con
ditions for the differential equation (27). At S:= 0, these 
conditions give ai/ax = 0 for x < 0 and ai/ax - 0 as 
x - + 00. Because q(x) is nonnegative, these conditions 
give t(x, 0) = 0 for all x, unless q (x) vanishes identical
ly. Therefore, we have 

1 +A(O) = T(O) = 0 (48) 

unless q(x) vanishes identically. 

Assuming that J; xq (x) dx ex is ts, the method of Barg
mann14 shows thatf(x,s) is analytic in the right half
plane. If f(x, s) can be continued analytically into the 
left half-plane, then (45) gives A(s) and T(s) there. The 
differential equation (27) is satisfied by both f(x, s) and 
f(x, - s), and we may compute the Wronskian of these 
two solutions. Using (45) and (47), we obtain 

2s _ 2s A (s)A(- s) = 2s 
T(s)T(- s) T(s)T(- s) . 

Therefore, we have 

1- A(s)A(- s) = T(s)T(- s) (49) 

if s '* 0 and all quantities in the equation are defined. 
By (48), this equation holds also when s = O. If s2 is 
real and negative, (49) can be derived from the con
servation of energy for electromagnetic waves of fre
quency is. This derivation involves the absolute squares 
of A(s) and T(s); these absolute squares must be bound
ed when s2 is real and negative. 

The assumption that q(x) decreases exponentially as 
x - + 00 is not sufficient to exclude branch points of 
A(s). Suppose that 

q(x) = (x + art exp(- bx) when x> 0, 

where a and b are positive constants. An argument 
devised by Regge15 applies to this example, and it shows 
that f(x, s) has a branch point at s = - tb. Also, a f / ax 
has a branch point at s = - tb. Then either A(s) or 
T(s) must have a branch point at s = - tb. From (45), 
both A(s) and T(s) are meromorphic in a neighborhood 
of s=+tb. Then (49) requires that bothA(s) and T(s) 
have branch points at s = - tb. 

VI. MEROMORPHIC FUNCTIONS 

With stronger assumptions about the asymptotic form 
of q(x), we can show that A(s) and T(s) are mero
morphic functions. Furthermore, the Nevanlinna the
ory8 can be used to classify these functions and to 
establish a connection between A(s), T(s), and the 
asymptotic density of their poles. In this section, we 
start with the assumption that 

q(x) exp(Nx) - 0 as x - + 00, (50) 

where N is any real number. This will be sufficient to 
show that s/T(s) is an entire function of s. Later we 
shall strengthen the assumption (50), and show that 
s/T(s) is an entire function of finite order, in the 
Nevanlinna scheme as well as in the usual classification 
of entire functions, 16,17 The Nevanlinna theory has not 
been previously applied in plasma theory, although 
Sartori18 has considered entire functions of various 
orders in connection with scattering theory. 
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Using the condition (47), we find that the Jost func
tion satisfies an integral equation: 

1 f~ f(x, s) = exp(- sx) - ~ {sinh[s(x - y)]} 
x 

Xq(y)f(y, s)dy. 

The Jost function can now be found from a series, 
similar to (17), used by JOSt. 13 We write 

~ 

f(x, s) = 6 fn(x, S), 
11=0 

where fo(x, s) = exp(- sx) and 

fn(x,s)=-.! '{sinh[s(x-y))}q(y)fn_l(y,S)dy 
s Jx 

(51) 

for n ~ 1. The series converges uniformly in any finite 
region of the s plane, and each term is an entire func
tion of s, This shows thatf(x, s) and of/ax are entire 
functions of s. From (45), we see that A(s) and T(s) are 
meromorphic functions, and that s/T(s) is an entire 
function. 

Entire functions are classified by their order and 
type, 16,17 whic h guage the growth of the absolute value 
as I s I - 00. We can now show that the order of s/T(s) 
is ~ 1, unless 

T(S)=S/(S+A) (52) 

and A(s) has the form (34). To prove this, we assume 
that the order of s/T(s) is < L This means that 

I T~S) s ~ 1 I < a exp(b I s I C) (53) 

when a (the real part of s) is negative and I s I is suffi
ciently large. Here a, b, and c are positive constants, 
and c < 1. When a> 0, B(x, s) exp(sx) - 0 uniformly as 
s - co, as we noted in Sec. III. Since this holds for all 
positive values of x, T(s) - 1 - 0 uniformly as s - 00 in 
the closed right half-plane. In particular, T(s) -1 as 
s - 00 along the imaginary axis. We can now apply the 
Phragmen- LindelOf principle, 16 to show that the left
hand side of (53) is bounded when a < O. Hence 

I T~S) I < (const) I s - 11 

when a < O. An inequality of this form also holds when 
a ~ 0 and I s I is sufficiently large. Using Liouville's 
theorem on entire functions, we can show that T(s) must 
have the form (52), where A is a constant. We also have 
to prove that A(s) is given by (34). From (45a), A(s) 
can have no poles except at s = - A; hence we write 

A(s) = - A(S + ;\,-If(s) , 

where f(s) is an entire function. Since A(s) is analytic 
in the right half-plane, and bounded when a = 0, the 
real part of A is positive. From (49) and (52), 

A(s)A(- s) = - A2/(S2 - A2) (54) 

is a function with no zeroes. Hence f(s) is an entire 
function with no zeroes, and we can write 

A(s) = - A(S + A,-l exp[g(s)), (55) 

where g(s) is another entire function. From (48), g(O) 

1242 J. Math. Phys., Vol. 17, No.7, July 1976 

must be a multiple of 27l"i; we choose g(O) = O. Then (54) 
requires that g(s) is an odd function. The real part of 
g(s) is h(s), an odd harmonic function. Since A(s) - 0 
as s - 00 in the right half-plane, 

h(s)<loglsl 

when a is positive and I s I is sufficiently large. This 
inequality holds also when a = 0; indeed a = 0 implies 

Ih(s)1 <loglsl 

when I s I is sufficiently large, because h(s) is an odd 
function. We can now appeal to Levin's theory of func
tions harmonic in a half-plane. 16 Lemma 2 gives 

h(s) = ~ r h(it) dt 
7l" _~ (t - 7)2 + a2 , 

where 7 is the imaginary part of s, and Lemma 3 gives 

Ih(s)1 «const)lsI2 

when I s I is sufficiently large. Since h(s) is an odd func
tion of s, it must be a linear function of s. Its conjugate 
harmonic function is also linear. Therefore, g(s) is a 
linear function, and (55) reduces to the form (34). Since 
A(s) must be real on the real aXis, Q and ;\ must be 
real; Q cannot be negative and A must be positive. 

We have shown that s/T(s) is an entire function func
tion of order ~ 1, except in the case of (34) and (52). 
We now strengthen the assumption (50). We assume that 
there are positive numbers 0 and E such that 

q(x) < (const) exp(- ox1+<) (56) 

when x is positive. We can now use Sartori's estimate18 

for terms in the sum (51). The integral 

I. = J~ ~ q(x) dx (57) 

exists, and 

Ifn(x, s) 1< 11~ln exp(- Is Ix) J~ exp(2ls Iy)q(y)dy 
o 

when n'> 0 and x"" 0, This can be proved by induction, 
and it implies 

If(x,s) I <exp(lslx)+ exr;~ ~~IX) 
• 

x J~ exp(21 s Iy)q(y) dy 
o 

when I s I > Iq. A similar estimate for I afjax I yields 

I 
a I "I I I I· lsi exp(- [six) 
axf(x,s) " s exp( s x)+ lsi-I. 

x Joo exp(21 s Iy)q(:v) dy 
o 

when I s I > I •. Because of the condition (56), the 
logarithm of J;exp(2Isly)q(y)dy is bounded by a con
stant times I s I (1+<) /'; this is shown by comparing the 
integral with J; exp(xz - ox!·') dx, and entire function of 
order (1 +E)/E and finite type. 18 We conclude thatf(x, s) 
and of/ax are entire functions of order (1 +E)/E, at 
most. Furthermore, we can extend this proof to func
tions q (x) such that (56) holds only at sufficiently large 
values of x; we then demand that (57) exists, and make 
minor changes in the proof. We find thatf(x, s), 
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af/ax, siTes), and sA(s)/T(s) are entire functions of 
finite order. 

In order to show that entire functions of any order 
greater than 1 can occur, one assumes that 

q(x) = exp(- x P) (58) 

when x > 0 and that p > 1. Sartori shows that f(x, s) is 
an entire function of order p/(P-1), and a slight ex
tension of his calculation shows that af/ax is an entire 
function of the same order. We can show that sA(s)/ 
T(s) is an entire function of order p/(p -1), which can 
be any real number greater than L 

In the remainder of this section, we assume that 
siTes) and sA(s)/T(s) are entire functions of finite 
order, and apply the Nevanlinna theory 8 to the mero
morphic functions A(s) and T(s). In the Nevanlinna the
ory, the concept of order is generalized so that it is ap
plicable to meromorphic functions as well as to entire 
functions; see the original paper8 and Hayman's 
monographo 19 Let p(f) denote the Nevanlinna order of 
a function f(s). The elementary properties of the 
Nevanlinna order give 

p(s/T) = p(1/T) =p(T), 

and the order of siTes) is the same as was calculated 
above with the simple definition applicable to entire 
functions. We shall show that 

peA) = peT) '" 1, (59) 

except in the case of (34) and (52). The proof that peT) 
'" 1 has already been given. We can see that equality 
does not always hold in (59), because the example (58) 
shows that p(sA/T)=p(A/T) can be any real number 
greater than 1, and p(A/T) > 1 implies peA) > 1 or 
peT) > 10 

Any meromorphic function of finite order can be 
written as the quotient of two Weierstrass products 
times an exponential function. Thus 

N(s) 
A(s)= D(s) exp[P(s)l, (60) 

where N(s) and D(s) are Weierstrass products formed 
with the zeroes and poles of A(s), and pes) is a poly
nomial. For T(s), we can write a similar formula o 

Since T(s) has only one zero, which must be simple, we 
have 

s 
T(s) = des) exp[p(s)], 

where des) is a Weierstrass product and pes) is a 
polynomial. Since A(s) and T(s) are analytic in the right 
half-plane, and bounded on the imaginary axis, all the 
zeroes of des) and D(s) are in the left half-plane. Then 
(49) implies that des) = 0 if and only if D(s) = O. Since 
des) and D(s) are Weierstrass products, they are the 
same. Therefore, 

s 
T(s)= D(s) exp[p(s)]o (61) 

The denominator D(s) is an entire function having order 
p(D). Let sj, s2, S3, •.• be its zeroes. Except in the case 
(52), p(D) '" 1 and the sum 
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(62) 

converges or diverges depending on the value of a, 
which is real. The exponent of convergence is the great
est lower bound of the a's for which the series (62) 
converges. 16,17 Since D(s) is a Weierstrass product, the 
exponent of convergence is equal to p(D). 16,17 Clearly 
this exponent of convergence gauges the densi~y of poles 
of A (s) and T(s) as I s I - 00. For this reason, we want 
to show that 

p(D)=p(T). (63) 

This equation and (59) are our new results for mero
morphic reflection coefficients. 

We begin the proof by showing that the polynomial 
pes) which appears in (61) has degree -'S p(D). In the 
case (52), this inequality becomes 0 -'S 0, which is valid. 
In all other cases, p(D) '" 1 and we assume that the 
degree of pes) is > p(D); we have to show that this leads 
to a contradiction. Since D(s) is an entire function, 
p(D) gives the maximum rate of growth of lD(s) I as 
s - 00 along a ray in the right half-plane. Since the 
degree of pes) is greater than 1 and greater than p(D), 
there is a ray in the right half-plane along which 
I exp[p(s)] I increases faster than lD(s) I as s - 00. 

Hence I T(s) I - 00 along this ray; but we know that T(s) 
-1 as s - 00 along this ray. The contradiction shows 
that pes) has degree -'S p(D). From (61) and the inequality 
for the Nevanlinna order of a product, we obtain peT) 
-'S p(D). To complete the proof of (63), we use the con
nection between the Nevanlinna order and the exponent 
of convergence of the poles of T(s). Since p(D) is equal 
to the exponent of convergence of these poles, we must 
have peT) '" p(D). This and the previous inequality im
ply (63). 

The remaining question is the order of A(s); we want 
to complete the proof of (59). From (61), 

T(s)T(- s) = - S2 exp[p(s) + p(- s)] (64) 
D(s)D(- s) 

The denominator which appears here is the product of 
two functions having the same Nevanlinna order. From 
the inequality for the order of a product, we find that 
the order of the denominator is -'S p(D). Furthermore, 
the zeroes of D(s)D(- s) have the same exponent of 
convergence as the zeroes of D(s); this is p(D). The 
order of an entire function is at least equal to the ex
ponent of convergence of its zeroesl6,17; this means that 
the order of the denominator is '" p(D). Therefore, the 
denominator in (64) has order p(D). The degree of 
pes) +P(- s), being less than or equal to the degree of 
pes), must be -'S p(D). Therefore, T(s)T(- s) has the 
same Nevanlinna order as D(s). Using (49) and the 
inequality for the order of a product, we obtain 

peA) '" p(D) = peT). (65) 

The next step is to prove that the orders of the func
tions in (60) satisfy 

max[p(N), p(D)] '" peA), (66) 

except in the simple case (34). To prove this, assume 
that peN) < peA) and p(D) < peA). Then peA) must be equal 
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to the degree of P(s). If the degree of P(s) is less than 
2, our assumptions lead to p(D) < 1, which is possible 
only in the case of (34) and (52). Hence we may assume 
that the degree of P(s) is greater than 1. Then there is 
a ray in the right half-plane along which I exp[P(s)] I 
- co as s - co, Although N(s) may have infinitely many 
zeroes, there is a sequence of circles Is I =rn on 
which I N(s) I is not very small; see Chapter 3 of Boas!7 
for estimates of I N(s) I, These circles interesect the 
ray in the right half-plane, giving us an infinite 
sequence of pOints on which s - co and I N(s) exp[ P(s)]1 
- "", because p(N) < p(A). In fact, I N(s) exp[P(s)] I in
creases faster than I D(s) I on this sequence, because 
p(D) < p(A). Hence A(s) - 00. However, A(s) - 0 as 
s - 00 in the right half-plane. The contradiction means 
that our assumptions must be false; this proves (66). 

We now consider the product 

N(s)N(- s) [ 1 
A(s)A(- s) = D(s)D(- s) exp P(s) + P(- s) . (67) 

The exponent of convergence of the zeroes of N(s)N(- s) 
is equal to p(N); the proof of this was given below (64). 
The zeroes of (67) have p(N) as their exponent of con
vergence, From the Nevanlinna theory, (67) has order 
~ p(N). But we used (64) to show that A(s)A(- s) has 
order p(D), Therefore, 

p(D) ~ p(N), 

By combining this inequality with (66), we obtain 

p(D)~ p(A). 

Finally we prove (59) by combining (65) and (68), 

(68) 

This concludes our general discussion of mero
morphic functions, in which we have traced the con
sequences of (50) and (56), Either assumption implies 
that A(s) and T(s) have infinitely many poles, except 
in the special case of (34) and (52). A(s) = - A(s + Ar! is 
a limiting case of (34), but all other rational functions 
remain to be considered. 

VII. RATIONAL REFLECTION COEFFICIENTS 

In this section, we assume that A(s) is a rational 

function of s. We present a general method for finding 
B(x, s) and F(x, s), whose asymptotic forms give q(x). 
Kay's solutionS for q(x) is much more explicit than this, 
but it depends on a simplifying assumption about the 
zeroes of (49). We shall derive this solution from our 
functional equation (32). If A(s) is a Butterworth func
tion, Kay's assumption about the zeroes of (49) is 
grossly violated; hence we shall solve the plasma in
verse problem for this Butterworth case. 

In the most general rational case, 

A(s) = N(s)/D(s), 

where N(s) and D(s) are polynomials; they must be 
relatively prime. Suppose that D(s) is a polynomial of 
degree n, Since A(s) - 0 as s - + "', n must be a posi
tive integer, and N(s) must have degree less than n. 
From (32), we obtain 

N(s)[exp(sx) + F(x, - s)] +D(s)F(x, s) =D(s)B(x, s). 

Since the left-hand side is an entire function, 

D(s)B(x, s) exp(sx) 

(69) 

(70) 

must be an entire function. The bound (30) can be used 
to show that (70) is bounded by a polynomial if s - oc 

while the real part of s is bounded above. If the real 
part is not bounded above, (26) can be used to show that 
(70) is bounded by a polynomial. Application of 
Liouville's theorem on entire functions gives 

D(s)B(x, s) =P(x, s) exp(- sx), 

where P(x, s) is a polynomial in s. The bound (26) im
plies that P(x, s) has degree n - 1, at most. Thus the 
coefficient of sn-! is an unknown function of x, the co
efficient of sn-2 is another unknown function, and so 
forth. To determine these n unknown functions, we 
rewrite (69) as 

D(s)F(x, s) + N(s)F(x, - s) = - N(s) exp(sx) 

+ P(x, s) exp(- sx). 

If we replace s by - s, we obtain another equation in 
F(x, s) and F(x, - s); thus we can solve for F(x, s). We 
obtain 

F(x s) = - N(s)[D(- s) + P(x, - s)] exp(sx) + [P(x, s)D(- s) + N(s)N(- s)] exp(- sx) 
, D(s)D(- s) - N(s)N(- s) (71) 

when x ~ O. The denominator which appears here is an 
even polynomial of degree 2n; its zeroes are called 

(72a) 

and 

(72b) 

Of course F(x, s) must be an entire function of s. This 
requirement will give 2n inhomogeneous linear equations 
satisfied by the n unknown functions in P(x, s). We 
claim that these 2n equations determine P(x, s) uniquely, 
except at isolated values of x. To show this, suppose 
that there are two solutions, p!(x,s) and P2(x,s). The 
difference of these two polynomials is 2;j:Jp j (x)sj, and 
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the n func tions P j (x) satisfy 2n homogeneous linear 
equations. We shall select n of these equations and shall 
find that the n Xn determinant of the system does not 
vanish, except at isolated values of x. The nonvanishing 
determinant implies that all the Pj(x) must vanish; then 
P(x, s) and B(x, s) are unique. If the determinant vanish
es at positive real values of x, the requirement that 
P(x, s) is a continuous function of x may perhaps serve 
to make the solution unique. After finding B(x, s), we 
use (33) and (22) to find q(x). 

The explicit form of the n Xn determinant will be ob
tained under the simplifying assumptions (1) that all the 
numbers (72a) are distinct, and (2) that the real part of 
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Kj is positive for i = 1, 2, ... ,n. With these assump
tions, the condition that F(x, s) is entire leads to 

n_1 

~ [D(- Kj ) exp(- KjX)(KY - N(Kj) exp(Kjx){- KYJpj(X) = 0 
j=O 

and 
n-I 
:0 [D(Kj) exp(Kjx)(- Kj)j - N(- Kj) exp(- KjX){Kj)j]Pj(x) = o. 
j=O 

(73) 

The determinant of the system (73) is 

vL~1 D(K/) eXP(KjX)] + ... , (74) 

where the terms not written explicitly are relatively 
small as x - + 00, and V is the Vandermonde determinant 
formed from the numbers (72b). Clearly the determinant 
(74) is an entire function of x. If the leading term 
(written explicitly) does not vanish, then (74) cannot 
vanish except at isolated points in the complex x plane. 
To show that the leading term cannot vanish, we notice 
that V'* 0, because of assumption (1). Also, D(s) cannot 
vanish when the real part of s is nonnegative, because 
A(s) has poles only in the left half-plane. Hence (74) 
cannot vanish identically. Since it is an entire function, 
it vanishes only at isolated values of x. 

Assumption (2) can now be dropped. In any case, the 
zeroes of 

D(s)D(- s)- N(s)N(- s) (75) 

are listed as (72), and we can label them so that the 
real part of KJ is nonnegative. If the real part of KJ is 
zero, we can demand that the imaginary part of K J be 
nonnegative. Then we can choose positive number 8, 
sufficiently small so that the real part of Kj exp(- i8) is 
always positive, unless Kj = O. We now let x = Ix I 
xexp(- i8), and keep 8 fixed as Ix I - + 00. Again the 
determinant (74) cannot vanish identically, unless one 
of the numbers (72a) vanishes. In fact, one of these 
numbers must vanish, because A(O) = - 1. Let KI = O. 
Then the argument used above does not apply to the 
first row of the determinant. The determinant of the 
system (73) has D(O) - N(O) in the upper left corner, 
and zeroes elsewhere in the first row. Since A (0) = - 1, 
D(O) - N(O) '* o. To correct the leading term in (74), we 
replace D(O) by D(O) - N(O). This leading term cannot 
vaniSh, and assumption (2) is quite superfluous. 

Assumption (1) can also be removed. If (75) has 
multiple zeroes, the numerator in (71) must vanish at 
each such zero, together with one or more of its 
derivatives. One can set up an n Xn determinant, and 
show that it does not vanish identically. Hence P(x, s) 
and B(x, s) are determined uniquely. 

In order to obtain an explicit formula for q(x), we 
retain assumption (1) and introduce two other Simplify
ing assumptions. Assumption (1) is slightly weaker than 
the corresponding assumption in Kay's paper, 9 where 
the other two assumptions appear impliCitly. The first 
of these other assumptions is that A(s) has only Simple 
poles. The method of partial fractions gives 

A(s)= t --.!!.L 
j=1 S + Aj , 
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where Q j '* O. Since A(s) has poles only in the left half
plane, the real part of Aj is positive. Since B(x, s) 
rr.ust have the same singularities as A(s), we write 

B(x, s) = t (3J+(X) exp(- sx), 
j=1 s AJ 

(76) 

where the n unknown functions (3j(x) are to be deter
mined. We know that F(x, s) is a linear combination of 
exp(sx) and exp(- sx), with rational coefficients. The 
poles of the coefficients are the zeroes of (75). Suppose 
that zeroes of A(s) never coincide with poles of A(- s); 
this is the last of the simplifying assumptionso It im
plies that the K'S and A's are disjoint sets of complex 
numbers, and that (49) has the same zeroes as (75). 
Hence A(Kj)A(- K) = 1. We can expect to write F(x, s) 
as a linear combination of the entire functions 

{sinh[x(s ± K j ) J}! (s ± K j ), 

with coefficients depending only on x. To abbreviate the 
calculation, we write 

F(x, s) =2 Bfj(X) (A (Kj) sin~;x~:~ Kj)J _ sinhf:~ ~)Kj)J) , 

(77) 

where the functions fJ(x) are to be determined. Sub
stitute this into (32) and separate the terms in exp(sx); 
they are 

A(s) +A(s) t f (X)(A(K') exp(KJx) _ exp(- KjX») 
J=I j 1 (s +KJ) (s- KJ ) 

+ t fJ (X) (A (KJ) exp(- KJX) _ eXp(KJX») 0 
j=1 (S-K j ) (S+KJ) 

(78) 

This is a rational function of s, and it vanishes as s - 00. 

lt must vanish identically. To achieve this, we set the 
residue equal to zero at each possible poleo The ex
pression (77) was contrived so that (78) has zero 
residue at s = K j and at s = - K j • We must have zero 
residue at s = - A}; this gives 

t (A (K
k
) exp(K~) _ exp(- K~») fk(X) = 1 

k=1 Aj - Kk Aj + Kk 
(79) 

for j = 1,2'0 .. ,n. We now have n linear equations to de
termine the n unknown functions fj(x)o We could deter
mine the functions (3J(x) by examining the terms in 
exp(- sx) which appear in (32); but in fact (76) is no 
longer needed. To determine q(x), we need only F(x, s); 
this requires that we solve (79). To simplify the prob
lem, we introduce an n Xn matrix M(x) with elements 

M ( ) -A( ) exp(- AjX + K~) exp(- AJx - K~) 
jk X - Kk -

Aj - Kk AJ + Kk 

Then (79) becomes 
n 

:0 Mjk(x)fk(X) = exp(- AjX). 
k=1 

In order to complete this calculation, we assume that 
the inverse matrix exists. Then 

n 

fj(x) =:0 [M(xrlljk exp(- A~) 
k=l 

and 

[(x ,x) = - lims exp(sx)F(x, s) 
s--~ 
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Using a convenient identity and inserting a constant of 
integration, we obtain 

d det[,'VI(x)] 
[(x,x)=- dx log det[,'VI(O)]' 

The denominator is chosen so that [(x,x) is continuous 
at x = 0; q(x) and [(x,x) must vanish for x < O. Finally 
we have 

d2 detL'VI(x)] 
q(x) = - 2 dx2 log det[Al(O)] , 

which is derived from the functional equation (32) and 
which agrees with Kay's solution of the problem. 9 Each 
element of M(x) increases or decreases exponentially as 
x - + 00, except in the simple case of A(s) = - A(s + A)"l. 

If K2 = 0, q (x) cannot be expected to decrease exponen
tially as x - + 00; this can be treated as a limiting case 
of Kay's solution. If all the K'S vanish, we expect q(x) 
to be a rational function when x is positive; a 6 function 
may appear at x =0. This problem cannot easily be 
treated as a limiting case of Kay's solution. Hence we 
treat it separately. We assume that all the K'S vanish; 
this is the opposite of assumption (1). Also, we make 
the simplifying assumption that A(s) has no zeroes. 
These two assumptions imply that A(s) is one of the 
Butterworth functions; these functions first appeared in 
a different context. 10 The first assumption implies 

A(s)A(- s) = D(s)D(- s) - (is)2n 
D(s)D(- s) 

and the second assumption implies that the numerator 
which appears here is a constant. By changing the scale 
of s, we can arrange to have A(s)A(- s)=[1 + (is)2nl-l. 
Using (48), we obtain 

The constants ao, a1, ••• ,an are real and positive, be
cause the poles of A(s) are in the left half-plane and are 
arranged in complex conjugate pairs. With this notation, 
ao = an = 1. Equation (71) leads us to 

F(x, s) = s~n(y gj(x)sj exp(sx) + y hj(x)sj exp(- sx)). 

The condition (30) implies that j '" 2n - 1 in both these 
sums. Hence we have 4n unknown functions of x, in
stead of the unknown!j(x) in (77). The last of the h's 
gives the function we want: 

h2n_1 (x) = - [(x, x). 

We can write B(x, s) in terms of other unknown functions 
of x, because (70)is a polynomial. We use (32) to con
nect the various unknown functions of x. The terms in 
exp(sx) give 
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(80) 

The last term on the left is a product of two polynomials. 
Equation (80) requires that gj(x) = 0 whenj > n and that 
gn(x)=1. Moreover, F(x, s) exp(sx) can have no pole at 
s = 0; this means that 

(~gj(X)sj) exp(2sx) + to1 

hj(x)sj 

vanishes at s = 0, together with its first 2n - 1 deriva
tives. Let us define ~k = (2X)k /k!, and write these two 
conditions on the g's and h's as 

and 

n-l 
6 an+J_kgk(X) - (- 1)n+jhn+J(x) = - a j 
k=j 

n-l 
6 ~n+j_kgk(X) + hn+j(x) = - ~J' 
k=O 

for j = 0,1,2, ... ,n - 1. We have eliminated s, and ob
tained 2n linear inhomogeneous equations. Solution by 
Cramer's rule gives 

o 0 
~n ~n-l 
~n+l ~n 

~2n-l ~2n-2 
[(x,x)= 

1 °n_l 
0 1 

~2n-l ~2n-2 

a
1 

(_1)n+l 0 
02 0 (- 1)n+2 

1 0 0 
~1 1 0 
~2 0 1 

~n 0 

al (_ 1)n+l 

°2 0 

1 0 
~1 1 
~2 0 

~n 0 

0 

0 
(_ 1)n+2 

o 
o 
1 

o 

~n-l 

0 
0 

(_ 1)2n 

o 
o 

1 

The 2n x 2n determinants which appear here could easily 
be reduced to n X n determinants. Finally we compute 

d 
q(x)=2

dx 
[(x,x), 

which gives the plasma density. It is a rational function 
of x when x > O. The case of n = 1 appears as the limit
ing case at the end of Sec. IV, and the case of n = 2 has 
recently been solved by Jordan and Kritikos. 20 

VIII. CONCLUSION 

A reformulation of the plasma inverse problem has 
been presented. In order to obtain q(x) from R(r), we 
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want to solve the integral equation (23). Laplace trans
formation gives the functional equation (32), which 
determines q(x) in terms of A(s), the Laplace trans
form of the reflection. Analytic solutions of (32) have 
been obtained in some simple cases. If q(x) decreases 
sufficiently rapidly as x - + 00, then the reflection co
efficient A(s) is meromorphic, the Nevanlinna order 
peA) serves to classify reflection coefficients, and we 
have the results (59) and (63). The discussion present
ed here is not immediately applicable to the reflection 
of electromagnetic waves by the ionosphere, because of 
various effects omitted in the simple model. However, 
the simple model used here is adapted to radar frequen
cies near the plasma frequency. The anomalously small 
Doppler broadening of ionospheric reflections21 suggests 
that the approximation of a cold plasma, as used here, 
is justified. Further work in the direction indicated 
here is expected to yield a method of interpreting the 
amplitude and phase of radar reflections from the 
ionosphere. 
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APPENDIX 

Here we consider the convergence of the series (17)0 
We want to show that (17) converges absolutely, if R(y) 
is bounded and (20) is satisfied. More generally, we 
may assume that 

IR(y)I,,;Rexp(-AY), 

where R and A are real parameters. Then (18) gives 

IKo(x,t) I ,,;Rexp[-A(x+t)] 

and 
R2 R2 

IK1(x,t)l,,; 2A exp[-A(X-t)]- 2A exp[-A(3x+t)]. 

+ L~:~nll (2A(4mx + x + t»] exp[ - A(4mx + x + t)] 

- R(-4R22)n t (- l)m[L~:~n)(2A(4mx - x - t» 
A m=l 

+ L~:~nll (2A(4mx - x - t»] exp(- A(4mx - x - t)l 

and (AI) 

IK2n+1(X, t) I,,; R22 (-4~2)n t (-1)m[L~:~n-1)(2A(4mx +x - t» 
A A moO 

+ L~:~n . .-l)(2A(4mx + x - t»] 

xexp[- A(4mx +x - t)l 

+ R2(_R2)n I! (-1)m[L<-2n-l)(2A(4mx-x+t» 
2A 4A2 m=l n-m+l 

+ L~:~n-1)(2A(4mx - x + l»] 

xexp[- A(4mx-x+l)], (A2) 

where L~"') is the Laguerre polynomial of degree n. The 
polynomial of degree - 1 is defined as zero, and the 
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other polynomials are given i~plicH1v hv 

(1- zr",-l exp[xzl(z - 1)1= 6 znL~"')(x). 
n=O 

An explicit formula for the Laguerre polynomial can be 
written, using contour integration. We use this formula 
to construct an inductive proof of (Al) and (A2), and to 
derive the sum formulas: 

00 

6 (- t sin22B)n[L~:~n)(x) + L~:~".!l(X)] 
n=m 

and 
00 

o (- t sin22B)n[L~:~n-1)(x) + L~:~"..11)(x)1 
n=m 

= (- tan2B)m(cosBr2 exp(x sin2B). 

From these we obtain 
00 

6IKn(x,t)I,,;Rcosh(x+t)(A2-R2)1/2 
n=0 

where 

The infinite sum converges if A"" R. Also, it converges 
if I Al <R and 

I I 
7T - arccos (AIR) 

0,,; t <x< 2(R2_A2)1/2 0 

Finally we set A = 0 and obtain (20). 

*A preliminary version of this work has appeared as 
NRL Report 7946. 
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We study composite operators with the aid of dimensional regularization. Using Zimmermann "normal 
product algorithm," we obtain a simple formula for any normal product in renormalized field theory and 
discuss some of its properties. 

I. INTRODUCTION 

The problem of defining renormalized composite 
operators in QFT has been treated by several authors 
using different approaches. l Among them, Zimmermann 
has developed a powerful formalism called the "normal 
product algorithm,,,2 in which composite operators are 
defined in Green's functions, and renormalized after
wards with the BPHZ method. 3 

With the development of the dimensional regulariza
tion method4-which as it is well-known, presents 
noteworthy properties-comes the possibility of in
troducing composite operators (CO) in the conventional 
renormalization approach. 5 They are defined using the 
number of dimensions (v) as a regulator, and coincide 
with the CO introduced by Zimmermann when v=4. 

This new approach simplifies explicit calculations 
with CO and provides a new method to study different 
properties in QFT such as generalized Ward identities 
anomalies, etc. We present here an investigation in 
that direction. We establish (following Zimmermann's 
proof of the so-called "Zimmermann identities,,,2 but 
in the context of dimensional regularization) the pos
sibility of obtaining any normal product N[e(x)] as a 
linear combination of a finite number of regularized CO. 
Those operators share the quantum numbers of e(x) and 
have a dimension that, at most, equals that of e(x). 

The relation between normal products and regularized 
CO that we obtain, are related to Zimmermann identities 
between normal products of different degrees. 2 In our 
case the renormalization constants and the regularized 
Green's functions have poles at v=4. The objects in 
Zimmermann's identities between normal products 
N

d
[ e) with d?- dime are all finite in four dimensions. 

Actually, the expressions that we obtain correspond to 
a Zimmermann identity, in v dimensions, between a 
normal product N. 1 [ e) and Ni e) (d?- dime) sufficiently 
renormalized. 

The above mentioned expression for a normal product 
is obtained in Sec. II. In Sec. III we discuss some 
properties of the new renormalization constants and 
state some concluding remarks, 

II. REGULARIZED AND RENORMALIZED 
OPERATORS 

The aim of this section is to present a derivation of 
the normal product expansion for any CO in terms of 
v-dimensional regularized operators. 
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For the sake of clarity, we begin by considering a 
model of a scalar field with a g¢4 coupling, but all our 
results will be valid for any other renormalizable 
quantum field theory. We use the dimensional regular
ization method,4 which as is well known, shows re
markable advantages over the other previous methods. 
In particular, it was chosen due to its property of pre
serving symmetries and invariances. Nevertheless, it 
is worthwhile mentioning that all that follows might have 
been done with any other regularization method sharing 
those properties. 

We start by considering the standard Lagrangian 
that includes all counterterms 

L (x) = t(Z2 + Z2)(O¢)2 - ~(W + 61\,{2 + 6(2)¢2 

- (g/4! HZl + Zl )¢4; (2.1) 

here, Z2' 6JVJ2, and Zl are computed from the one-parti
cle irreducible (1 pI) diagrams with two and four 
external legs, taken at zero external momenta. In other 
words, these counterter ms eliminate all UV divergen
cies from the Green's functions (GF). In Eq. (2.1), 2 2, 
6m 2, and 21 are finite renormalizati.ons. 

The connected GF are then specified, in perturbation 
theory by the Gell-Mann-Low formula 

G (N)(Xl>X2 , ••• ,xN ;}'vl,g, v) 

=<01 T¢(0)(x1) 0" ¢(O)(xN)exp[iJ L ~)(x)d"x]lo)~nn, 
(2.2) 

Here ¢ (0) (x) is the free scalar field, 10) the free field 
vacuum state, and with the symbol ~ we are indicating 
that we omit all vacuum-vacuum diagrams. The inter
action Lagr angian L i (x) is 

(2.3) 

As it was noticed above, all preceeding expressions 
are considered in a v-dimensional space. 

Now, these GF, order by order in perturbation 
theory, are meromorphic functions of v and its limit 
when v - 4 exists and is finite. 4,6 As it was stressed in 
the Introduction, an alternative way of obtaining GF 
has been given by Zimmermann2 without using regulators 
(obviously working in a four-dimensional space), This 
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method gives 

G (N)(xu ... ,xN;M,g, 4) = PF(O I TCP (O)(xl )· "cp( O)(xN)· 

(2.4) 

with 

L (X)==-21(Z2 -1) (Ocp)2 _(om2/2)cp(x)2 
ef! 

(2.5) 

Here PF means that we must consider the BPHZ finite 
part diagram contributions computed at zero external 
momenta. 

For our purposes, we must have the previous BPHZ 
formula (2.4) extended to a v-dimensional space. This 
is a straightforward generalization and reads 

G (N)(xu ·' ',xN;M,g, v) 

(2.6) 

Here Zl' Z2' and om2
, the finite counterterms of the 

L eff should be considered as functions of v. Obviously, 
expressions (2.2) and (2.6) are free from UV divergen
cies in v = 4. But once we have taken the limit v - 4, 
if in such renormalized GF, we make Xl == X2 ==' , '== Xj 

(j == 2, 3, . . ., N), it is well known that the resulting 
expression diverges. This disease shows the necessity 
of giving renormalized expressions for the so-called 
composite operators-monomials of the basic field CP(x) 
and its derivatives. As we have mentioned, there exists 
a definition of a GF with a CO, due to Zimmermann, 
that we will use as the starting point of our derivation. 
Zimmermann's expressions when written in v 
dimensions read 

(TN[e(x)]cp(x l )'" ¢(xN» 
= PF(O I e (0 )(x)¢ (O)(Xl)' •• ¢ (O)(x

N
) 

xexp[iJLef!(x)d"x]IO)~nn, (2.7) 

where e 'O)(x) is obtained from the CO e(x) by the 
substitution ¢(x) - ¢ (a)(x). 

Let us point out that if we take Xl = x2 = •.. = x
J 

(j 
= 2,3, ... ,N) in a renormalized GF maintained in v 
dimensions, the resulting expression remains mathe
matically well defined, provided v is sufficiently nega
tive. The second step will be to derive an expression 
for a nonrenormalized CO, meromorphic function of the 
dimension v. 7 

We define the regularized CO in terms of its expres
sion in momentum space 

e{,,}(x)== n a(,,) ¢(x), (2.8) 
j=1 j 

o 
0(").=0,, '''0". ;o,,=;-;:;-;{J..L}={(/J\, • ",(J..L)m}, 

, II 'm (Jl uX 

by the expression 

(Te {I") (x)¢(xl )· •• ¢(x N»conn 

=f n d"qj n~ 
j=1 (2rr)" j=1 (2rr)" 
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N m 

xexp[ - i( 6 Pj ' Xj + X 6 qj)]p{I") 
J=1 1=1 

(2.9) 

where 

The perturbative expansion of the rhs of Eq. (2.9) con
tains diagrams with (m + N) legs; m of those legs have 
been identified forming the composite vertex and also 
the factor PI,,} has been added. Note that even the men
tioned diagrams are different from those contributing 
to an ordinary GF; in the context of dimensional regular
ization, they have UV divergencies which, like for 
ordinary GF, appear as poles in v= 4. [See for exam
ple Ref. 6.] It is clear that these poles are not 
eliminated by the Lagrangian counterterms, because 
they come from the fact that arguments have been identi
fied in a renormalized GF in configuration space. 

We shall now prove that the renormalized operator 
can be obtained from the following linear combination 
of regularized operators: 

(TN[e{I"J]¢(x1)··· CP(xN » 

== e6 (Z-1 ):\PJ) (Te {p) ¢(x1)· , . ¢(x/V» , (2.10) 
{pI 

where the sum 2: e extends over all operators e{p) 
with {pI 

r m 

De ==r+ 6 r(j)< m+ 6 m(j)=De . 
{p) j=1 j=1 11.<1 

(2.11) 

That is to say, the sum extends over all those CO e{,,) 

which, in v==4, have a dimension-in mass units-less 
than or equal to the dimension of e {I"I' We also notice 
that those operators must have the same transformation 
properties as e{I") under the symmetries of the theory. 

On the other hand, the renormalization constants 
(Z-I) e {p) are invariant tensors, coordinate -independent, 

e{,,} 
which 1n general have poles, order by order in pertur-
bation theory, at v = 4. They are responsible for the 
renormalization of the CO. 

One can derive Eq. (2.10) starting with a Zimmer
mann identity between nonlocal product of operators, in 
v dimensions, and then taking the limit when all points 
become identical. However, we sketch another demon
stration in which it is not necessary to make use of 
point splitting because one deals with v-regularized 
expressions from the beginning. This derivation is 
analogous to that corresponding to Zimmermann identi
ties between operators of different substraction degree. 2 

Let us consider a diagram .:l which corresponds to 
the perturbative expansion of the GF, as given by the 
Ihs of Eq. (2.10)' In momentum space, this diagram 
has N external legs corresponding to the field ¢ and a 
composite to vertex Vo corresponding to the CO e {,,). 
This diagram .:l can be obtained from a connected 
diagram r, belonging to the connected GF G (N+!II) , when 
we collapse m of its legs, though they form the compo
site vertex Va' (We have also to multiply the resulting 
expression by the factor p{")' ) 
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In the BPHZ scheme, the renormalized integrand 
corresponding to ~ is 

(2.12) 

Here, I" is the unsubstracted integrand and SU' Sn and 
S" are the substitution operators (see Ref. 8). U(~) 
is the set of all ~-forests and the f are the Taylor 
operators at order dey) in the external momenta of Y. 

Finally, the degree function dey) is given by 

(2.13) 

[We take tY = 0 for d( y) < 0.] In this last equation, r( y) 
denotes the number of external lines of Y. 

The renormalized integrand corresponding to the 
above mentioned diagram r is 

Rr=Sr 6 IT (-tYSy)SuIr' 
UEu(r) YEU 

(2.14) 

The renormalized integrand R" can be expressed as 

R"=S,,P{IJ.}Rr+X, 

where X can be written as2 

X=-S" 6 6[(_i)E;=l r(J)/ IT r(j)!] 
TET", {p} j=l 

(2.15) 

(2.16) 

Here T is the smallest element belonging to U, con
taining Va, T", is the set of all proper subdiagrams T of 
~, iJ.

T 
is the set of all ~-forests U1 which display the 

property of each Y1 E U1 satisfying 

TC Y1 (T* y) or yn Y1 = \l>, 

and U(T) is the set of all T-forest not containing T. The 
sum extends to 

r 

6r(j)~De -r; r=r(T) 
j =1 {IJ.} (2.17) 

and 

(2.18) 

(2.19) 

where the la;b;a; are the momenta arriving to T. 

Here it may be noticed that the integrand given by 
Eq. (2.19) is not renormalized. Actually, forests con
taining T are not subtracted and therefore, when in
ternal momenta integrations are performed, poles will 
appear at 11= 4. The integration of Eq. (2. 16) over the 
internal momenta, followed by the sum over all ~ and 
the Fourier transformation with respect to p, Pu .. ' . ,PN 
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lead to 

(Te{IJ.) (x)CP(x1 ) ••• CP(xN ) 

= 6 z: {p} (TN[ e (p}]cp(x1)· •• CP(x N)' 
e{I"} {I") 

(2.20) 

where 

r 
Z:{p} =o:{P} + (_i)Ej'lr(J)/ IT r(j)! 

{I"} {I"} j.1 

Here, F T is the set of all nontrivial diagrams contribut
ing to the proper part and N' means that the integrand 
contributing to this expression are not the renormalized 
ones but those given by Eq. (2.19). The sum in Eq. 
(2.20) extends to all e{ } with the dimension De 

p {p} 

~De . 
{I"} 

The renormalization matrix Z is triangular and at 
zero order in perturbation theory, detZ = 1. Therefore, 
we can invert Eq. (2.20) and thus obtain Eq. (2.10). 

In the case of over subtracted normal products, 
N",[e], we have similarly 

(TNa[e{I"}(x)]cp(x 1)'" CP(xN ) 

= 6 (Z-l)e{p) (Te m(x), 00 m(x ) 
a e { {p} 'f' 1 'f' N , 

e{p} "'} 
(2.22) 

where the sum L:e extends to all CO with dimension 
D ~a {pI e{p} . 

It is obvious that Eqs. (2.20) show the case in which 
a composite operator is renormalizable in a multiplica
tively way: when there are no operators with the same 
quantum numbers and dimension less than or equal to it. 

III. PROPERTIES OF THE RENORMALIZATION 
CONSTANTS 

In this section we will study some properties of the 
renormalization constants Z:{P} from the normal pro-
duct properties. {I"} 

The constants z:{p} may either be determined directly 
from Eq. (2. 21), o~IJ.Jnore easily, by application of the 
normalization condition of the normal products. 

For example, in the case of the operator CP4(X) 

Z:~ = 1(Tcp4(0)cP(0)<P(0)lPI, 

Z:! = t(Tcp4(0)<P(0)¢(0)¢(0)¢(0) 

- (1/4! )Z:~/ Z:~(TCP2(0);(0);(O);(0);(0). 1PI. 

One also gets expressions for Z¢;-working with N[cp2] 
¢ 

Z:~ = 1(Tcp2(0)¢(0)¢(0)lPI 

and similarly for the remaining; constants which 
renormalize cp4 (Z:~¢ and z~al >"). From the linearity of 
normal products and the differentiation formula, one 
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derives 

(3.1) 

Finally, we shall obtain relations between CO re
normalization constants and the renormalization con
stants appearing in the Lagrangian (2.0. In order to do 
this, we shall study the equation of motion satisfied by 
connected GF. Making use of the generalized Wick's 
theoremlO 

(01 T¢ (0 )(x
I

) 000 ¢ (0) (x N)¢ (0 )(x) exp[i f L ~O) (z) d"z] 1 O)0'DD 

~ 

= i f d"w(O 1 T¢ (0) (Xl) 0 " ¢ (0) (X N) ¢( 0) (X) L (0) (w) 

xexp[ifL/O) (z)d"z]IO)0'nn+iONI~F(X-XI)' (3.2) 

With the use of L I given by Eqs. (2.4)-(2.1) we obtain 

(N+l ) ( ). ( ) G X,XU X2, ... ,xN;M,g,v =lONI~F X-Xl 

+ f d"w ~(X - W)(O 1 T{(Z2 + Z2 -1)0 ¢(w) + (om2 + O~) ¢(w) 

+ (g/3! )(Zl + ZI)¢3(W)}¢(XI )' •• ¢(X N) 

(3.3) 

where 

(01 T¢<O\x)¢<O)(y) 1 0) =i~F(X - y)= ¢j(x)~(y). 

Applying the Klein-Gordon differential operator, we 
finally have 

(Ox + m 2)(T¢(x)¢(XI)'" ¢(xN) = - (T{(o~ + Om
2
)¢(x) 

+ (Z2 + Z2 -1) O¢(x)+ (g/3! )(Zl + ZI)¢3(X)}¢(xl )'" ¢(xN) 

(3.4) 
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Subtracting the equation of motion derived with the aid 
of the BPHZ algorithm from Eq. (3.4), we obtain 

(3.5) 
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Theory of irradiance distribution function in turbulent 
media-cluster approximation 
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The equations of the correlation functions of irradiance in turbulent media are formally solved for arbitrary 
order by use of an operator method. A cluster approximation is then applied to the fourth and higher 
order moments of irradiance to express those in terms of the lower order moments. The values of moments 
predicted by this approximation show a very good agreement with the recent experimental values observed 
up to the fourth order moment of irradiance. The irradiance distribution function is then analytically 
derived from the obtained expression of the moments of irradiance and is found to have the following 
features: (1) It is close to the Gaussian distribution with respect to the logarithm of irradiance, (2) it has a 
threshold value for irradiances giving non vanishing probability, and (3) it has a very small but sharp 
distribution of the form of the 8 function at the threshold value. The spectrum of medium as well as the 
conditions of the initial wave, e.g., of whether it is a plane wave or is a beam wave do not directly enter in 
the expression but appear only through the first three moments of irradiance. The condition of applicability 
of the cluster approximation is also discussed in some details based on the Kolmogorov spectrum of 
turbulence. 

1. INTRODUCTION 

A predominant feature of the scattering of light waves 
in turbulent media is that it is essentially the forward 
scattering so that, if the coordinate system (x) = (z, x) 
is introduced with the z axis taken in the main direction 
of wave propagation, the (scalar) wavefunction 
<P(x) exp(- ikz) is sufficiently described by the parabolic 
wave equation of the form 

[i2k:z -(:xY-k2E(X)]<P(X)=o. (1.1) 

Here, dx) is the fluctuating part of the square of the re
fractive index and is usually very small compared to the 
unity. Thus, the mathematical procedure is reduced 
first to assume the Gaussian statistics for E(X) with a 
suitably given correlation function 

(1.2) 

and then to ask the various statistical informations of 
waves in terms of the moments of wavefunction MvlJ.' 
defined by 

(1. 3) 

Here (y) denotes the space coordinates of the original 
wavefunction whereas (x) denotes those of the complex
conjugate wavefunction. 

The equations satisfied by the moment MvlJ. have been 
obtained by various authors l - 7 and have been given by 
various expressions, most of them being equivalent. In 
the special case of lJ= Il in (1. 3), it is particularly con
venient to introduce the relative coordinate system, 
e. g., 

(1. 4) 

then the equation of Mvv is found to be given in the form1 
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(1. 5) 

where 

V(x)=ik f~ dz[D(z,O)-D(z,x)], (1.6) 
o 

V/(r1, r 2, P12) = V(x1 - Y2) + V(YI - x 2) - V(x1 - x2) 

- V(Yl- Y2) 

= V(PI2 - i(r1 + r 2» + V( P12 + k (r1 + r 2» 

- V(PI2 +i(r2 - r 1)) - V(PI2 + k(r1 - r 2»· 
(1.7) 

Equation (1. 5) is valid on the condition that the wave 
amplitude will not appreciably change within the range 
of correlation distance of the fluctuating medium. 

If the Kolmogorov spectrum8,9 is assumed 

Ikmr 1« 1, 

Ikmrl »1, 

(1.8a) 

(1. 8b) 

where c' and care nondimensional constants and ,,;,.1 is 
the minimum length associated with the index of re
fraction fluctuation [refer to (1. 22)]. 

The solutions of Eq. (1.5) have also been rigorous
ly2,10,11 obtained for the first order moment of irradi
ance M11 and also for the second order moment M22 by a 
perturbative methodl2 - 14 or by a numerical method. 15,16 

As the result, the saturation phenomenon of the irradi
ance scintillation seems to have been clarified qualita
tively at least. In order to find the irradiance distribu
tion function, on the other hand, it is necessary to ob
tain the moments of irradiance for all orders. In the 
present stage, however, the exact solutions of Eq. (1. 5) 
for arbitrary order lJ were obtained only for the model 
(1. Sa) and the result is that, 1 if the initial Gaussian 
beam at z = ° is given in the form 
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I(z, p) = Ior2 exp[ - (bf}-2p2], 

f2=1 + (z/kb 2)2, 
(1. 9) 

10 and b being constants, then the vth order moment of 
irradiance Mvv is given by 

Mvv(z) = (Ior2t(1 + vaE)"1 

x exp[ - v(1 + VO"E)"I(bj)-2p2], 

O"E =tc'k(bj)-2z3, 

r l =r2=··· =rv=O, PI=P2=··· =Pv=p· 

(1. 10) 

The probability density function P(I) of the irradiance 
1= I/!*I/! can be expressed in terms of the moments of ir
radiance Mvv as follows: If Mvv has the asymptotic form 

(1. 11) 

Ee being a real constant, and analytic on the right half
plane of v, then 

P(I) = (l/21Ti) /~-e dvrv-1Mw> E> 0, 
-i oo-e 

where E is an infinitesimal positive number. 17.18 

In terms of the notation 

E=log(If2/Io)' Eo = (p/bj)Z, 

the substitution of (1.10) in (1. 12) yields 

dI 1 rioo 

PIE) =P(I) dE = 21Ti J-iOO dv(1 + vaE)"1 

x exp[ - v(1 + vaEtlEo - vEl, 

(1. 12) 

(1. 13) 

whose integrand has an essentially singular pole at v 
= - aE -I. The above integral can be evaluated exactly 
and is expressed by the Rice-Nakagami distribution 
with respect to the log irradiance E, 

~ 
O"E -I exp[ - (- Eo + E)/O"E] I o[2(- EEo)1I2/aE ], 

P(E) = E < 0 

0, E>O, 

(1. 14) 

where Io(x) is the modified Bessel function of zeroth 
order, and of course 

J:OO dEP(E) = 1. (1. 15) 

The assumption (1. 8a) corresponds to an atmospheric 
turbulence model conSisting of thin refractive wedges 
with infinite extent, which gives rise to a random bend
ing of narrow optical beams in the course of wave 
propagation. Thus, the irradiance distribution (1. 14) 
exactly gives the distribution when the optical beam is 
in the state of "spot dancing. ,,19-22 

When the moment M w satisfies the asymptotic condi
tion (1. 11) and is analytic on the right half-plane of v, 
there is no probability for the irradiances in the range 
of log!> E e , as it follows from the integral representa
tion (1. 12). Therefore, for arbitrary Eo> Ee, the nth 
order moment of log irradiance defined by 

j eXP(EO> 
((log!- Eo)n) = dI P(I)(log!- Eo)n 

o 
(1. 16) 
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is expressed, by use of the new variable of integration 
x=logI-Eo, as 

(1/21Ti)fl;:~: dv M w exp(- vEo) f~ dx xn exp(- vx) 

Re[vj=- E < 0 

f (- ) ii"'-' -n-I =n. -2-' dv v Mwexp(- vEo), 
7Tt -i <Xl-e 

(1. 17) 

which can be reduced to the infinitesimal (clockwise) 
contour integral around the origin of v = O. Thus 

«log! - Eo)n) = (n! /21Ti) P dv v-n-1Mw exp(- vEo) , (1. 18) 

M w exp(- vEo) = t ~ «log!- Eo)n) vn. 
n=O n. 

(1. 19) 

Although the relation (1. 18) was derived on the condi
tion Eo > E e, both its sides are polynomials of Eo of or
der n and therefore the relation holds also for arbitrary 
Eo?:.Ee. Applying the expression (1.10) in (1.19), the 
first few moments of the log irradiance E are found to 
be 

(E) = - (Eo + aE), «E - (E»2) = 2EoO"E + O"E2, 

«E - (E»3) = - (6EoO"E2 + 20"E3) , etc. 
(1. 20) 

Here, since O"E ex: c'z3 - co as z - co or c' - 00, the vari
ance of E infinitely grows with the distance of wave 
propagation and therefore does not saturate. 

As is stated above, the moment equation (1. 5) has 
been solved exactly only for the model (1. 8a) which 
merely gives rise to a tilt of the phase front of a wave 
and consequently to the spot dancing of narrow optical 
beams, but not to the production of irradiance fluctua
tions. Therefore, for many actual conditions of optical 
beams which are not too narrow, the behavior of Vir) in 
the range of (1. 8b) is expected to make important con
tributions to the moments of irradiance for all orders. 

In this paper, we shall develop the theory first for 
Vir) in the general form 

V(r)=c!kr!",2>a>1, (1.21) 

rather than (1. 8b). Here the constant c can be expressed 
in terms of the structure constant C~ characterizing the 
strength of the turbulence, as l2 

The pronounced features of the irradiance fluctuations 
resulted from the model (1. 21) are expected to be the 
saturation of the variance of irradiance and also the ir
radiance distribution which is close to the Gaussian dis
tribution with respect to the logarithm of irradiance. 
The first point can be confirmed by solving the second 
order moment equation of (1. 5) and this has been done 
numerically and analytically to such an extent that no 
doubt exists for the saturation itself, finding that <i)/ 
QY - 2 as the strength of turbulence increases in the 
case of plane waves. On the other hand, for the second 
point, the moment equation (1. 5) must be solved for all 
orders and nothing has been successfully tried based on 
the moment equations. 
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2. OPERATOR METHOD FOR THE FIRST- AND 
SECOND-ORDER MOMENTS OF IRRADIANCE 

We shall first consider the simplest case of M l1 , 
whose equation, according to (1. 5), has the form 23 

k- I a! M l1 (z) =HIM l1 (z), HI =TI - VI> 
(2.1) 

where the coordinates other than Z have been suppressed 
in M l1 (z). The formal solution of (2.1) is expressed by 

Ml1 (z) = exp(kHlz )M I1 (0), 

exp(kH IZ) = exp(kT IZ)U 1 (z), 
(2.2) 

where the last equation defines the operator UI(z). The 
substitution of (2.2) in (2.1) yields the equation of 
UI(z) of the form 

where, in terms of the notation [A, B] =AB - BA, 

V(z)= exp(- kTlz)V(rl ) exp(kT1z) = V(rl(z», 

rl(z) = exp(- kT lz)rl exp(kT IZ) 
1 

= r l - kz[T I, r l] + 2! (kz)2[T I, [T I' r l]] + ••• 

'k- I 0 =rl+l z-~-. 
uPI 

(2.3) 

(2.4) 

The solution of (2.3) for the initial condition U1 (0) = 1 
is, obviously, 

(2.5) 

Thus, in terms of the moment in free space, M~I(z), 
given by 

M~I (z) = exp(kT lZ )M I1 (0), (2.6) 

Eq. (2.2) provides the expression of moment as 

M l1 (z) =exp(kTlz)Ul(z) exp(- kTIZ)M~I(z) 

=exp[- k r dZ'V(Z'_Z)]M~I(z), (2.7) 
o 

where use has been made of the definition of ;'(z) in 
(2.4). The integrand of the last expression in (2.7) is a 
functional only of r(z) and therefore the evaluation of the 
moment is simple by means of the Fourier transforma
tion with respect to PI' 

The second order moment equation of (1. 5) can be 
given in the form 

(2.8) 

Here 

(2.9) 

V I2 = V21 = VI(r l , r 2, PI2), P12 =PI - P2' 

As in (2.2), if the solution of (2.8) is given in the 
form 
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M 22 (Z) = exp[k(H1 + H 2)z] 5 12 (z)M 22(0), 

then, the operator 5 12 (Z) is the solution of 

k- I :z512(Z)=- VI2 (z)S12(Z), 5 12 (0)=1. 

Here 

with 

pj(z) = exp(- kHjz)pj exp(kHjz). 

(2.10) 

(2.11) 

(2.13) 

We shall see, in the following, that the operators VI2 (z) 
and VI2 (Z ') are not commutable for Z * Z I, and therefore 
the solution of (2.11) should be given, instead of (2.5), 
in the form 

(2.14) 

where the symbol P means that, for any two z-dependent 
operators A (z ') and B(z "), 

P[A (z ')B(z ")] ={A (z ')B(z "), 

B(z ")A(z '), 

z'>z", 

Z' <Z". 
(2.15) 

Using the expression of exp(kHjZ) in (2.2), pj(z) de
fined by (2.13) is expressed as 

pj(z) = U;I (z) exp(- kT jZ )pj e xp(kT jZ )Uj(z) 

= Ujl(Z)pj(z)Uj(z), 

where, as in (2.4), 

pj(z) = exp(- kTjZ)pjexp(kTjz) 

'k- I 0 =Pj+l z-o ' rj 

with the commutation relations 

[Pj (z), Pk(z')]=[rj(z), rk(z ')]=0, 

[rj(z), Pk (Z/)]= ik-I(z -Z/)Ojk' 

(2.16) 

(2. 17) 

(2.18) 

Here, the different space components of rj(z) and Pj(z) 
are also commutable. 

Thus, by use of the commutation relations (2.18) and 
the expression (2. 5) for Uj(z), Eq. (2.16) gives the 
expression 

pj(Z) =Pj(z) +kl
z 

dz' [V(rj(z/», pj(z)] 

=Pj(z) +i r dz'(z' _z)_o_ V(rj(z'». Jo orj 
(2.19) 

On the other hand, since Uj(z) is a functional only of 
r j (z) which are commutable to each other for all values 
of z, 

(2.20) 

As in (2.16) for Pj(z), we have another expression of 
V12 (z), 

VI2 (Z) = U;;IUjl(z)VI2(z )Uj U2(z) 
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= exp[k r dz' {V1(z') + V2(z ')}]VI2 (z) 
o 

x exp[ - k f dz' {V1(z') + V2(z ')}], 
o 

(2.21) 

which is often convenient for actual evaluations [see 
Appendix A]. 

Here we introduce the notation 

(2.22) 

Xj and y j being expressed by the relative coordinates 
(rj,pj) according to (1.4), and also for any functional 
Q 12 of the operators rj(z) and pj(z) (j=1,2), the notation 

(Q ) _ exp[k(Hl +H2)L]QI211 (0)12(0) Irl=r2=P12=o (2.23) 
12 L- exp(k(HI +H2)L]11(0)12(0)lrl=r2=PWo 

Then, M I1 (O) =/1(0) and therefore, according to (2.2), 

exp[k(HI + H 2)L ]11 (0)/2(0) I r1=r2=P 12 =o = U(L»2. (2.24) 

Also, since M 22 (O) =/1(0)12(0), Eq. (2.10) for r 1 =r2=PI2 
= 0 is expressed as 

(2.25) 

In order to find the equation of (SI2(z»L' we put, with 
reference to (2.14), 

(2.26) 

and introduce the quantity 

6.VI2 (Z)=V12 (z)- <V12 (Z)h, (6.VI2 (Z»L =0. (2.27) 

Then, from (2.11), the equation of SI2(z) is found to be 

Again, by putting 

SI2(z) = ~12(z »L + 6.5 12 (z) , 

Eq. (2.28) gives 

k-1 :Z ~{z(Z)h =- (6.VI2 (Z)6.Sfz(z»L, 

{k-1 :Z +6.V\2(Z)}6.Sf2(z)- (6.VI2 (z)6.S 12 (z)h 

=- 6.VI2 (z)(S12(z»L' 

To the first order of approximation, 

(2.28) 

(2.29) 

(2.30) 

(2.31) 

and therefore the substitution into the first equation of 
(2.30) yields 

k-1;- (Sjz(z»L - k r dz' (6.VI2(z)6.VI2(z'»L~12(z')h, 
uZ 0 

(2.32) 

which provides an integro-differential equation for the 
ordinary function ~12(z»L' 

The integral representation of (VI2 (Z»L was already 
obtained with the explicit expression for small values 
of z as well as the asymptotic expression for large 
values,12 and these are also given in Appendices A, B, 
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and C. The corresponding expression for the function 
(VI2 (Z)V12(z'»L in the case of plane waves is also 
treated. 

A formally exact equation corresponding to Eq. (2.32) 
can be obtained as follows: We first introduce the sym
bolic vectors If) and (0 I defined by 

II) =/1(0)/2(0), (0Irj =(0IpI2=0, j=1,2, (2.33) 

and also an "averaging" operator A by 

A = II) (0 I exp[k(HI +H2)LV (0 I exp[k(HI +H2)L] II), 

A2=A, (Q12)L=Tr[AQI2J, (2.34) 

where, in the last equation, Tr denotes diagonal sum
mation with respect to all the coordinates rj and pj 

(j = 1,2). Then, the operation of II) from the right
hand side of Eq. (2.30) yields the expression 

[k-1 :z + (1- A)6.VI2 (z)]6.5 12 (Z) II) 

=- 6.VI2 (Z) II) (SI2(z»L' (2.35) 

In terms of the function SA(z2,ZI) defined by 

SA(z2,ZI)=Pexp[ - k (2 dz'(1-A)6.VI2 (Z')], (2.36) 

ASA(z2,ZI)=A, 

the solution of (2.35) is expressed as 

6.S12 (z) II) = - k r dz' SA(Z, Z ')6. V I2 (Z') II) ~12(z ')h· 
o 

(2.37) 

Thus, the use of the expression (2.37) in the first equa
tion of (2.30) yields 

k-1 :Z (SI2(z»L=k l z 

dz' (6.VI2 (Z)SA(Z , Z')6.i\2(Z'»L 

x (SI2(2 '»L, 

which is an exact version of (2.32). 

(2.38) 

When solving Eq. (2.38), various methods used in 
other fields of physics may be referred24- 21 but we shall 
not go into further in this paper. 

On the other hand, directly from Eqs. (2.26) and 
(2.28), we obtain 

~12(L»L = exp[- k JL dZ(VI2 (z»L 
o 

+ ••• ]. (2.39) 

3. THIRD- AND HIGHER ORDER MOMENTS OF 
IRRADIANCE AND THE CLUSTER APPROXIMATION 

In the general case of order v, the moment equation 
(1. 5) is expressed as 

-1 a [ v .~ ~ k -a Mw(z)= 6Hj - L.; V Jk Mw(z), 
Z j=1 j)k=1 

(3.1) 
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where H f and Vfk are defined by (2.9). As in the pre
vious section, we put 

Mw(e) = exp[E kHfZ] U"(z) f;/f(O). (3.2) 

Then, since V fk depends only on the variables r j , rk , 

and Pjk, the substitution of (3.2) in (3.1) gives the equa
tion of U"(e) as 

k-1-a
a 

U"(e)=- t Vjk(z)U"(z), (3.3) 
Z J >k=1 

where Vjk is defined by (2.12). NOW, the formal solu
tion of (3.3) is expressed, in terms of Sjk in (2.14), by 

u"(e)=pexp [- t jZdzIVJk(el)] 
i>k=1 0 

=P fl Sik' 
i>k=1 

As in (2.23), if we introduce the notation 

(3.4) 

flJ=l exp(kHjL)Q fl~=l Ik(O) I rl='" = rv=o,P12= ... = Pwo 

flj=1 exp(kHjL)Ij(O) Ir1 =··· =rv=O. P12='''=Pjk=O 

(3.5) 

we have from (3.2) and (3.4) the expression of Mw(L) 
for rj=pjk=O (j ,k=1,2, 00<) 

r 1 =r2 =00'=r"=0, Pl=P2=000=Py=p. 

Here, we first define the quantity Kl (jk) by 

(Sik(L)h = exp[Ktljk)] 

with the symmetry 

Kl (12) =K1 (23) = 0 0 0 =K1 (jk) =:K1, 

(3.6) 

(3.7) 

(3.8) 

which holds because of the symmetry in the definitions 
of (oo')L and of trjk • We then define the quantity 
K 2(12, 23) by 

(PS12S23)L = exp[Kl (12) + Kl (23) + K 2(12, 23)], (3.9) 

with the symmetry corresponding to (3.8). Here we note 
that, when any two "pair bonds" are disconnected, 
e. g., 

(PS12S34)L =: t.s 12h <5 34) L = exp[Kl (12) + Kl (34)], (3.10) 

it follows that K2 (12, 34) = O. 

In the same way, 28 K 3(12, 23,34) is defined by 

(PS12S23S34) L = exp[Kl (12) + Kl (23) +Kl (34) 

+K2(12, 23) +K2(23, 34) +K3(12, 23, 34)], 

K 2(12,34)=0, 

(3.11) 

and therefore K3 (12, 23, 34) is that term which depends 
on the three connected pair bonds 12, 23, and 34. 

Generally, if, for any two sets A and B of products of 
Sjk, (j, k=1,2, 000), 

(PA)L= exp[K(A)] , (PBh = exp[K(B)] , 

then, K(A, B) is defined by 
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(P[AB]h = exp[K(A) +K(B) +K(A, B)]. 

Therefore K(A, B) = 0 whenever the sets A and B are not 
correlated, i. e. , 

(P[AB])L = (PA)L(PB)L = exp[K(A) +K(B)]. 

In this way, we find from the expression (3. 2) and 
(3.4) for Mw and the definition (3.5) that 

m2 = <i(L»/<!(L»2 = <5 12h = exp[Kl (12)], 

m3 = <J3(L»/ (I(L»3 = (PS12S23S31)L 

= exp[3K1(12) + 3K2(12, 23) +K3(12, 23, 31)], (3.12) 

my = <JY(L»/ (I(L»Y = (p fr S jk) L 
j>k=l 

= exp[(~)Kl (12) + (:;){3K2(12 , 23) + K3(12, 23,31)} 

+ (4'){12K3(12, 23, 34) + 3K4(12, 23, 34, 41) 

+ 6K5(12, 23, 34, 41,31) +K6(12, 23,34,41,31, 24)} 

+000]' (3.13) 

where we have used the existing symmetries correspond
ing to (3.8) and the fact that Ky vanishes whenever the 
involved pair bonds are disconnected. The essential 
points are to express my in terms of the lower order 
ones by use of (3.12) and( 3. 13), i. e. , 

m y = exp[(Z) logm2 + (:;) 10g(mslm23) 

(3.14) 

and to expect much better convergence of series than 
that of the series corresponding to (2.39). Here, al
though the improvement of convergence depends on the 
particular natures of H j and V jk in (3.1) and is to be 
proved mathematically, it is anticipated in most cases 
by a physical intuition. In the present case, we shall 
keep only the first two terms in the series (3.14) and 
compare the results first with the recent experimental 
values to see its validity. Thus, from (3.14), we have 
the approximate expression 

mv - exp[tv(v - 1)K1 {1- (v - 2)~/}], 

K1 =logm2 , 

~'= - {K2(12, 23) + tKa(12, 23, 31)}/K1 (12) 

= 1- t 10gmsllogm·2> 

(3.15) 

(3.16) 

Here, if I~'I «1, as is assumed, Eq. (3.15) is also 
expressed by 

my - exp[tv(v - 1)K1{1 + (v - 2)~ }-1], 
(3.17) 

~=~'(1- ~'tl_~', 

which gives the exact values as those given by (3. 15) for 
the orders of v = 1, 2, and 3 and, to the first order of 
approximation of ~, also for the higher orders. 

In Table I, the recent experimental values of mv ob
served by Gracheva et ale 29 are shown along with the 
corresponding theoretical values by (3.17). The param
eter ~ critically depends on the value of ma, and there
fore two values of ~ are prepared, one being deter
mined by the value of m3 and the other by that of 111 4 , 

The first value gives rise to the error of 7.2% for m 4 

whereas the second one to the error of only 1. 8% for 
ma. Note that ~ > 0 and ~«1. The first point can be 
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TABLE 1. Comparison of the experimental values of mv= <J"> / <l;v observed by Gracheva et al. 29 for J3ij= O. 31c~1 / 6L 11/6 Z 25 with 
the corresponding theoretical values given by (3.17). KI = logm2 = O. 7793 whereas the parameter ~ has the two different values 
according to whether it is determined by the experimental value of m3 or of m4' The resulted errors of m4 or »13 are shown in 
parenthesis in %. The two values in the last line and column are the ratios of the predicted theoretical values to the log-normal 
one. 

111" Experimental Theoretical & Error (%) Log-normal Experimental/ 
~=O. 0262 

2 2.18 2.18 

3 9.76 9.76 

4 79.32 85.0(7.2%) 

5 xxxxx 1374 

confirmed also theoretically to the first order of ap
proximation which is valid when the distance of wave 
propagation is short enough [see Eqs. (3.20) and (3.21)]. 

It is also worthwhile to check the third term in the 
series of (3.14): according to the experimental values 
given in Table I, 

log(nz4m26/m34) = 4.3735 + 6 x 0.7793 - 4 x 2.2783 

=- O. 064, 

which is just 0.7% of the cancelled values. Therefore 
the above value will be certainly within the range of 
experimental error, and the large cancellation will 
mean that the third term is very small to be neglected 
or n74 - 11134/11126 which is exactly the expression obtained 
by the first two terms of the series or by (3.15). Thus, 
we may conclude, to the extent of the existing experi
mental data, that the agreement of the experimental and 
theoretical values is very good. 

The explicit expression of Kl (12) is given by the series 
in (2.39) and therefore, to the second order of V\2' 

(3.18) 

In the same way, 

K 2(12, 23) - 2k2 JL dZ 2 F2dz 1 <~ V 12 (z2)AV23 (z j)h, 
o 0 

K 3(12, 23,31) - - 6k3 J L dz 3 JZ

3 dz 2 J z2 dz 1 
o 0 0 

(3.19) 

In Appendix C, K 2(12, 23) is evaluated for plane waves 
in the approximation of (3.19) and, according to (C14), 

K 2(12,23)--0.04¢2<0, 0'=5/3, ¢«1, (3.20) 

where ¢ is a numerical distance defined by 

(3.21) 

Here, since K3 = 0 to the second order of Vl2 and Kl (12) 
> 0 according to (C3), it follows from (3.16) that ~' > O. 

4. IRRADIANCE DISTRIBUTION FUNCTION 

The expression (3.17) of mv is equivalent to that of 
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~=O. 0346 (~=O) Log-normal 

2.18 2.18 1.0 

9.58 (1. 8%) 10.36 0.94 

79.32 107.32 0.74 

1165 2424 (0.57;0.48) 

(3.15) in that both expressions give the correct values 
of the moments for the orders of 11=1, 2, and 3 and, to 
the first order of ~for the higher orders. Therefore it 
follows from (1.19) with Mw =111 vU)V that, to the first 
order of ~, both expressions also give the same mo
ments for the logarithm of irradiance of all orders. 
The essential difference is that, as 11- 00, the expres
sion (3.15) tends to exp[- tv3K 1A'] whereas the expres
sion (3.17) tends to exp[iIlKlA] and therefore satisfies 
the condition of applicability (1. 11) for the integral 
representation (1. 12) of the irradiance distribution func
tion P(I). The immediate consequences which resulted 
from the latter property and the representation (1. 12) 
are: P(I) =0 for 10g(I/(I» >Kl(2~)>> 1, or that the ex
pression (3.17) gives rise to a definite distribution 
function with a threshold value for the irradiances giving 
nonvanishing probability, whereas the expression (3.15) 
gives rise to the unphysical result that the moment of 
irradiance tends to vanish as v- 00. 

In terms of the log irradiance E defined by 

E = log (1/ (I», 

the substitution of the expression (3.17) with Mw 
= nlv(l)" in (1. 12) yields the integral 

dI 1 fi~-e 
P(E) =P(I) dE = 2---:- dv 

TTl _I ~-e 

x exp[iv(v - l)Kl{1 + (v - 2)~}-1 - vEl, 

(4.1) 

(4.2) 

which provides the distribution function with respect to 
E. The integrand tends to exp(Kl2~ - E)v] as v - co and 
is analytic on the entire complex plane of v except at the 
essentially Singular pole at v = 2 - ~ -1 < 0 on the negative 
real axis, as was exactly the case of the integral (1. 13). 

By use of the notation 

vo=~-1-2>0, a2=(I+vo)Kl~, a>O, 

Ee=Kl(2~), b2 = 2vO(Ee- E);;: 0, 

the integral (4.2) can be expressed in the form 

P(E) = (1/2TTi) t~ dv exp[i {b2(v/vo + 1) -. ~ 

which integrand tends, as v- co, to 

exp[t {b2v/vo - a2}] = exp( - ta2 + (Ee - E)v J. 
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Therefore, upon referring to the result 

I~ 

(1/27Ti) J dv exp[ - ta2 + (Ee - E)v] 
-I~ 

(4.6) 

it follows that the integral representation of the new 
function 

(4.7) 

has an integrand which is analytic on the entire v plane 
except at the pole of v = - vo, and has the asymptotic 
expression proportional to v-I exp[ (Ee - E)v] for I v 1 

- 00. Thus, P'(E) vanishes for E> Ee whereas, for E 
< E e , it is given by 2Ti times the residue value at the 
pole. Thus, by the introduction of the new variable of 
integration 

(4.8) 

in (4.4) and by the aid of the formula 

(1/27Ti)pdttn- I exp[h(t+t-I)]=In(x), I_n=In, (4.9) 

In(x) being the modified Bessel function of nth order, 
find that 

we 

~
vo(a/b) exp[ - t(a2 + b2)] II (ab), E < Ee 

P'(E) = (4.10) 
0, E> Ee 

where, from (4.3), 

a =~-1(1- ~)1I2KI1I2» 1, Vo =~-I- 2, 

b = ~-1(1- 2~)1I2KI1I2(1 - E/Ee) 11 2 ?- 0, Ee =K/(2~). 

(4.11) 

Equation (4.7) with (4.10) provides the explicit expres
sion of the distribution function P(E), and of course 

(4.12) 

In the important range of E where E/ Ee« 1 and a - b 
» 1, the use of the asymptotic expression 

II (x) - (27TXt l 12ex, x» 1 (4.13) 

in (4.10) gives the approximate expression 

P(E)=P'(E)-(27TKl t
Il2 exp(-tF2), a-b»l, (4.14) 

where, to the first order of ~«1, 

F '= a - b - Kl 12[E/KI + t + t~(E/KI - t)(E/KI - ~ )]. (4.15) 

The expression (4014) becomes the log normal distribu
tion Po(E) for ~ = 0 and, in Fig. 1, the ratio P(E)/Po(E) 
is shown against the variable F 1.:1.=0 =KI

1I2(E/KI +t) for 
K I =0.7793 and ~=0.05, 0.0346, and 0.015. Here, for 
curve 2, the parameters have the same values as those 
given in Table I, and the expression (4.10) was used for 
the computation. 

On the other hand, in the vicinity of the threshold 
value Ee of the log irradiance, Eq. (4.10) gives 

P(E)_t(~-I- 2)a2 exp[- t(a2 +b2)], E- Ee, (4.16) 

which is very small, however, because of a» 1. 

According to formula (1.19), the central moments of 
the log irradiance are found to be, to the first order of 
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20 

0.1 '-...L-_-.l..._--L __ L..-_...L-_-.l..._--'-__ L..-_..l...---l 

-4 -3 -2 -1 o 

FIG. 1. Ratio of the distribution function of log-irradiance 
P(E) to the log-normal distribution function Po(E). KI = 0.7793 
and I, ~=O.05;2, ~=O.0346;3, ~=O.015. 

(E) = - h1 + 2~)KI' «(E - (£»2) = (1 + 3~)KI' 

«(E - (E»3) = - 3MI < 0, etc. 
(4.17) 

Here, we note that the third moment is again negative as 
in (1. 20) for the previous distribution (1. 14). 

By use of (4.2), the cumulative probability distribu
tion Pe(E) is expressed by 

P e(E) = f: dE' P(E') 

1 li~-' =2~ dv( - vtl 
7TZ -I ~_. 

xexp[tv(v-1)KI{1 + (v- 2)~}-1- vE]. 

(4.18) 

In reference to Eq. (4.4), the use of the integration 
variable (4.8) brings (4.18) into 

P e(E) = exp[ - t(a 2 + b2)]-2
1 

. 
7TZ 

x Pdt t" exp[tab(t + r l )], (4.19) 

where the last expression is obtained by the expansion 
of the factor (b/a- ttl in the power series of t. Thus, 
by use of the formula (4.8) and also by the replacement 
n + 1-n, we obtain 

P e(E) = exp[- t(a2 + b2)] t (a/b)n In(ab), E < Ee, 
n=1 

(4.20) 

which is convenient to use for alb < 1. On the other 
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hand, the use of the formula 

(4.21) 
n=-oo 

brings (4.20) into the expression 

P e(E) = 1 - exp[ - i(a2 + b2)] t (bl a)' I.(ab) , E < E e, (4.22) 
.=0 

which is convenient for bl a < 1. The average of the 
above two expressions, i. e. , 

~ 

X[Io(ab) + 0 {(bla)' - (alb)'}I.(ab)] (4.23) 
• =1 

is also useful for the intermediate range of alb-1. 

As E- Ee or b- 0 in (4.22), 

(4.24) 

whose second term on the right-hand side is to be can
celled by the contribution from the term of o(E - Ee) in 
(4.7). 

In Fig. 2, the cumulative probability function P e(E) is 
illustrated against K1112 (EIKI +t) for the same values of 
the parameters as in Fig. 1. 

It is noticed that, besides the features mentioned in 
the beginning of this section, the distribution P(E) has 

99 
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FIG. 2. Cumulative-probability distribution function P e(E1. 
The values of the parameters are the same as those in Fig. 1 
for each curve. 
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a very small but sharp distribution caused by the term 
of o(E - Ee) at the threshold value of the irradiance. 
This feature will primarily be of the qualitative nature 
but, together with the existence of the threshold value, 
seems to be physically admissible and significant. 

5. SUMMARY AND DISCUSSION 

The equation (1. 5) for the vth order correlation func
tion of irradiance is formally solved by use of an opera
tor method and is given by (3.6) in terms of the notation 
<"')L introduced in (3.5). Then the solution or the 
normalized moment of irradiance mv is expanded in the 
series according to a cluster expansion, as given by 
(3.13) or (3.14). If the convergence of the series is good 
enough so that the first two terms are sufficient, then 
the moments of irradiance can be approximated by (3.15) 
with (3.16) or by (3.17). The two expressions (3.15) 
and (3.17) are equivalent in that they give the correct 
moments of irradiance for the first three orders of v 
=1, 2, and 3, and also, to the first order of fl., give the 
same moments for both irradiance and logarithm of ir
radiance of all orders. 

The essential difference is that the expression (3.15) 
leads to the unphysical result that the moment of the ir
radiance tends to vanish as its order v increases, where
as the expression (3. 17) tends to exp[i(K tI fl.)v] as v - 00 

and therefore satisfies the condition of applicability 
(1. 11) of the integral representation (1. 12) for the ir
radiance distribution function. In Table I, the values 
predicted by (3.17) are compared with the recent ex
perimental values observed by Gracheva et al. to show 
a very good agreement. The irradiance distribution func
tion derived from (3.17) is positive definite and is given 
(4.7) and (4.10), whereas the corresponding cumulative 
distribution function is given by (4.20), (4.22), and 
(4.23). The features of this distribution are that (1) it is 
close to the log normal distribution, (2) it has a thresh
old value of irradiances giving nonvanishing probability, 
and (3) it has a very small but sharp distribution of the 
form of the 0 function at the threshold value. The last 
two points are directly connected to the asymptotic 
behavior of the moments for large value of the order v 
and seem to be physically significant, although they 
will primarily be of the qualitative nature. 

The spectrum of medium as well as the conditions of 
the initial wave, e. g., whether it is a plane wave or a 
beam wave, do not directly enter in the expression of 
the distribution function but appear only through the first 
three moments of irradiance. Of course, in any case, 
the condition of applicability of the cluster approximation 
must be satisfied, which condition, however, is not 
always quite clear, not only in the present case but also 
in many other applications. 28 It is clear that the cluster 
approximation is definitely wrong for the special model 
(1. 8a), but the model (1. 8a) is drastically different 
from (1. 8b) or (1. 21) in that, in the latter, the "inter
action potential" V r(r1, r 2, P12) defined by (1. 7) becomes 
of the order of magnitude of I P12 10<-2, 2> Ci > 1 for large 
values of I P12 I and tends to vanish as the "distance of 
separation" I Pt21 increases, whereas this is not the 
case in the former, i. e., for I Pt2 1 - 00, 
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VI (r1, r 2, P12) - COl ikP12i ",-2 

xk2[r1·r2 +(01- 2)iPI2i-2(r1' PI2)(r2'PI2)], 01 <2 
=2c'k2r 1'r2, 01=2. (5.1) 

Here, since the domain of I P121 (which makes important 
contributions to the moments of irradiance) increases 
with the distance of wave propagation, as may be in
ferred from the last term in (2.19) of Pi the above fact 
implies that, for 01 < 2, VI is effective only in a limited 
domain of comparatively small distances of I P12 I 
whereas, for 01 = 2, VI is effective in the entire domain 
of I P121. As the result, the correlation of f\2 and V23 is 
expected to be small for 01 < 2 and the become smaller 
as 01-1. 

In order to see the correlation of V12 and V23 when the 
distance of wave propagation is sufficiently large or 
when </>>> 1 in terms of a numerical distance </> of (3.21), 
parameters C(12, 23), C(12,21), and C(12) may be con
veniently introduced according to 

k2 J L dz 2 J
Z

2 dz 1 <~ V12 (z 2)~ V23 (Z l)h - C(12, 23)</>4<1-21 "'), 
o 0 

k2 JL dZ 2 J
Z

2 dZ I <~VI2(Z2)~V21(ZI»L -C(12, 21)</>4<1-2/,,), 
o 0 

(5.2) 

2>01>1, 

which are the asymptotic expressions for </>>> 1 and are 
given by use of (C16) and (C5). The integration in (C16) 
was made by a numerical method and the results are 
shown in Table II as a function of 01. It is found from 
this Table that the normalized correlation C(12, 23)/ 
C(12, 21) is of the same order of magnitude as of the 
parameter ~ in Table I for 01 = 5/3, and its magnitude 
tends to decrease as 01 - 1. It also decreases as 01 - 2, 
but note that both C(12,23) and C(12,21) tends to zero as 
01 - 2 whereas these quantities rapidly increase as 01 -1. 

Note added in proof: In the case of plane waves and 01 

=2, it follows from (L10)thatb=oo, OE=O, and there
fore (I") = (I)" or 111"=1 for all orders. In Table 1,135 
=Kj for cp« 1 and is given by (C3); thus i3~=O.42CP, 
C/ = 5/3. The asymptotic form (1. 11) may be analogous 
to the wavefunction of the ground states of com-
plex nuclei under the so-called saturation condition; 
it has been shown by E. P. Wigner (1936) that the bind
ing energy of nucleus, consisting of v nucleons, in
creases linearly with v (instead of v2) when v is suffi
ciently large and the two-body potential between nu
cleons satisfies an appropriate condition. 

APPENDIX A: ORDERED OPERATOR 
REPRESENTATION OF V12 (z) and V12 (z) 

The function V(r) introduced in (1. 21) can be repre-

TABLE II. Correlation parameters defined by (5.2) as a func
tion of IY. in the case of plane waves. 

IY. 1.9 5/3 1.5 1. 45 

C(12, 21) 0.18 0.99 6.1 36.3 
C(12,23) - O. 0033 - O. 033 - O. 053 - O. 046 
C2(12)/2 0.014 0.185 0.59 0.84 

C(12,23) - O. 018 - O. 033 - O. 0087 - O. 0013 
C(12, 21) 
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sented by an integral of the form 

V(r) = c i kr i" = J dt V(t) exp(- ikr· t), 
c 

2>01>1, 
(AI) 

(A2) 

and the path of integration starts at t = + co and goes on 
the infinitesimal upper side of the real axis where 
arg(- t) = - 7T; then it encircles the origin in the counter 
clockwise direction and returns to the starting point. 
Equation (AI) may be proved by use of the formula 3o 

~:) dt(- t)""-IJo(at) = - i7T2 1-" COS(7T0I/2)r-2(1 + 01/2) i a i". 

(A3) 

According to (1. 7) and (2.9), the operator V I2 (Z) con
tains the terms 

(A4) 

where the operators (i j (z) and r j(z) are defined by (2. 17) 
and (2.4). 

The exponent in (A4) can be divided into the two parts 
A and B in such a way that A contains only the coordi
nates r 1, r 2, and P12' while B contains only the differen
tial operators a/apj and a/arj (j=1,2). Hence, by use 
of the formula 

exp(A +B) = exp(A) exp(B) exp(t[B,A]) , (A5) 

the commutator [B,A] being a constant in the present 
case, (A4) gives the ordered operator expression 

V[ (idz) ± t(r1 - r 2)(z)] = exp(- ikt· pd 

xexp['Fitkto (;'I-;'2)(Z)] 

xexp[zt, (a~l- a~2 )]exP ('Fikzt2), (A6) 

where the last factor has been caused by the commutator 
LB,A] in (A5). 

For the other two terms in V12 ' the same ordering 
does not give rise to any additional factor because the 
corresponding commutator vanishes. Thus the operator 
VI2 (Z) is found to be given by the integral of the form 

VI2 (Z) = J dtV(t) exp(- il?t· P12) g[t, ;'1 (z), ;'2(Z) J 
c 

where 

g[t,rl(z),r2(z)1= 2[cos{tkt. (rl +r2)(z)} 

- cos{tkt· (rl - 1-2)(Z) +1?zt2}] 

(A7) 

= 22 sin[tk {tZz - t· r2(z)}] sin[tk {t2z + t· r I (z )}j, (AS) 

and is of the order of magnitude of t2 for I t I - O. There
fore, it follows from (A2) that the integrand of (A 7) is of 
the order of ("",+1 for t - 0 and is integrable at the origin 
to give 

J ~ dt(- t)-,,-I = 2i sin7TOI J ~ dt (",,-I. (A9) 
(0+) 0 

Thus, by use of the operator notation 

} (t) '" 7T-22"'r 2(1 + 01/2) sin (7T0I/2) .C dt \ t \ -,,-2, (AIO) 
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the ordered operator V 12 (z) is finally expressed by 

V 12(z) = - c ] (t) exp(- ikt· PI2)g[t,;: 1 (z), r 2(z)] 

xexp[zt. (_a - ~)J. (All) 
ar1 ar2 

Here, g[t, j\, r2J is given by (A8) and all the differential 
operators a/ar j and a/api (j=1,2) are ordered to the 
right of all the coordinates rl' r 2, and P12. 

By use of the expression (All) of VI2 (z), it is straight
forward to construct the ordered operator expression of 
VI2 (z) defined by (2.21); by use of the relations 

exp(ikt· pdrj (z ') exp(- ikt· P12) =rj(z ') ±z 't, 

expfzt. (~- ~)~rj(z') exp[-zt. (~- ~)] L ar1 ar2 ~ ar1 ar2 

=rj(ZI) ±zt, (A12) 

the signs (±) being for j = 1,2, respectively, it is found 
that 

i\z(z)=- c](t)exp(-ikt'P1Z)g[t, r 1(z), rz(z)] 

x exp[k f dz '{V[; 1 (z ') +z 't] + v[rz(z ') - z't]}] 
o 

x exp[ - k r dz '{V[rl (z ') +ztJ + v[rz(z ') - ztJ}] 
o 

x exp[zt. (_il _ ~)~. (A13) 
arl ar2 IJ 

APPENDIX B: INTEGRAL REPRESENTATIONS OF 
KJ (12) AND K2 (12,23) FOR PLANE WAVES TO 
THE SECOND ORDER OF APPROXIMATION 

In the case of plane waves, the symbolic vector II) 
introduced in (2.33) satisfies 

(Bl) 

T j being defined in (2.1), and hence, by (2.2) and (2.7), 

exp[kHjz J I I) =: exp[kTjz JUj(z) II) 

= exp{- k jZ dz 'V[r j(ZI - L)J} II) 
o 

=exp[- kzV(r j )] II), 

exp[k(H, +Hz)L J II) = exp[ - k{V(r1) + V(rz)}L] II), 

(01 exp[k(HI +Hz)L]II)=(OII). (B2) 

Therefore, it is more convenient to use, instead of the 
notation (QdL in (2.23), the new notation 

(Q1Z)~ = (0 I Q1Z exp[k(HI +H2)L] [I)/(O [I). (B3) 

Here, from the definition of i\z(z) in (2.12), 

exp[k(HI + H z)LJi\2(Z) exp[ - k(HI +Hz)L 1 = V12 (z - L), 

(B4) 

and therefore (Q,zh is connected to (Qd~ by the rela
tion 

(Q1Z(z»L==(QI2(Z -L»~. (B5) 

Thus, by the replacement of z - L to - z , Eqs. (3.18) 
and (3.19) are then expressed by 

K 1(12) - - k jL dz(i\2(- zm 
D 
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whose last expression has been obtained by the straight
forward extension of the dimension of variables to in
clude r3 and P 3 as in (3.5). 

Here, since V(rj) is an even function of the rj(z) 
which are commutable with each other for all values of 
z, the use of the expression (A13) or V1Z (z) and the 
definition of ( ••• )~ in (B3) with (B2) gives, on replacing 
z--z, 

<V12(- Z»L =- c] (t)g[t, 0, 0)' 

x exp[ - 2k f dz' {V(z 't) - V(zt)}- 2kL V(zt)], 
o 

(B7) 

where use is made of the relation (A12) and the equa
tions of II) and (0 I given by (B1) and (2.33), particular
ly the formula 

(B8) 

By using (A8) and the notation 

y(t,Z)L =k[L - a(1 + a)"lz ]V(zt), (B9) 

Eq. (B7) is expressed by 

(VI2 (- Z»L =- c](t)2Z sin2{tkztZ}exp[- 2y(t,zh]. (B10) 

In exactly the same w"<q, the use of the ordered opera
tor expression (A13) of Vdz) leads to 

(VI2 (- z I)"VZ3 (- Z z»~ = c2 ] (t,)] (t2)2
4 sin{tkz I tn sin{ikz zq} 

x sin{tkz I tl • (t1 - tz)} sin{tktz • (z ztz - Ziti)} 

Xexp[- y(t"z,h- y(tz,zzh- y(tl ,zl; tz,zzh], (Btl) 

where 

y(t1,ZI;tz,z2h=(1 +attkz IV[zt(t1 -tz)] 

+ k J"Z dz V(z It 1 - ztz) +k(L - z z)V(z ltl - zztz) 
zl 

(B12) 

with the relations 

y(t" 0; tz,zzh =y(O,zl; tz,z2)L =y(tz,zzh, 

y(tl'z; tz,zh = y(tl - tz,z h, y(t"z 1; o,zzh =y(t1,z th. 
(B13) 

For the integrations in (B6), it is convenient to intro
duce the variable ?;=z/L and replace (kL) 1IZt- t; then 

c J (kL)"1I2t) = c(kL)'" Iz ] (t) = V[ (L/k)1IZ] J (t), (B14) 

y[(kL)"1I2t, z JL ~ <PY(?;) I t I '" /2, 
where <P is defined by (3.21) and 

(B15) 

For example, !he use of (BIO) with (B14) gives, to the 
first order of V 12 ' 

In the same way, the use of (B11) and a similar expres-
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xsinHsltnsinHs2~}sinHsltl· (tl - ~)} 

x sin{h2 • ( S2t2 - SI t l)} 

x exp[ - (cp/2){Y(sl) I til ex + Y(S2) I t21 ex 

+Y(SI' t l ; b t2)}], 

k2 tdZ2r2dzl<Vd-ZI)V21(-Z2»~ o 0 

in terms of the notation 

(B17) 

Y(SI' t l ;S2' t2) = (1 + Cl!tlst"'+11 tl - t21 ex 

e2 +J dslsltl-st2Iex+(1-s2)lsltl-s2~lex. (B19) 
{I 

Equations (B16)- (B18) provide the necessary expres
sions of all the terms of K I(12), K 2(12, 23) in (B6). 

APPENDIX C: EVALUATION OF INTEGRALS OF 
(810), (817), AND (818) 

Since y(s) -1 according to (B15), the exponential fac
tor in the integrand of (B16) can be neglected when cp 
«1 and hence, to the first order of V 12 ' 

KI (12) - 2cp t dU (t) sin2 {ht2}, cp« 1, 
o 

= 2cp J I ds sex 12 J (t) sin2(W), 
o 

(C1) 

where the last expression is obtained by the replacement 
of slI2t- t. 

Thus, with reference to (A10) and also to the formula 

= (7T/2)2 cosec (7TCl!/ 4)r-1 (1 + Cl!/2) , (C2) 

Eq. (C1) becomes 

K I(12) - 2ex r(1 + Cl!/2)(1 + Cl!/2tl cos(7TCl!/4)cp, cp« 1. 

(C3) 

On the other hand, when cp» 1 in (B16), 

sinHsn- ~st2, (C4) 

and the integration becomes straightforward by use of 
the new variable of integration t' = cpy(s) I t I ex to give the 
asymptotic expression of the integral (B16): 

7T-12ex Cl!-I(Cl! -1)-lr(4/ Cl! -l)r2(1 + Cl!/2) sin(7TCl!/2) 

x 2F I(Cl!-1, 4/Cl! -1; Cl!; Cl!(1 + Cl!)-I)cp2<1-2Iex) , cp» 1. 

Both results (C3) and (C5) are the same as the corre
sponding ones given in Ref. 12. 

In the same way, when cp« 1, the use of (B16) and 
(B17) yields the expression of K 2(12, 23) as 

JL JZ2 - -
~K2(12,23)-k2 dZ 2 dZI[<VI2(-ZI)V23(-Z2»~ 

o 0 

- <VI2(-ZI»~ <V23(-Z2»~] 

X[sinHsltl 0 (tl - t2)}sinH~· (S2~ - Sltl)} 

- sin{~sltn sinHs2~}], (C6) 

where the exponential factors have been omitted as in 
(C1). The last square bracket factor in (C6) is also ex
pressed, after some manipulations, by 

(C7) 

plus an odd function of tl • t2 which is cancelled in the 
integration. Thus, by use of (C7) in (C6), 

- COS(t2~) - COS(SI tl o~) - COS(SI ti + S2~ + SI tl • t2) 

+ COS(SI ti + S2~) + COS{SI (tI + tl .~)} 

+ cos{t 2• (S2t2 + Sltl)}]' (C8) 

In order to evaluate the integrals in (C8), it is con
venient to introduce the cylindrical coordinate systems 

(C9) 

with the further change of variables 

It1 1=tcos(J, 1~I=tsin(J, CPI-CP2=CP. (C10) 

Then, from (A10), 

J (tl) J (t2) = 7T-222ex+2r4 (1 + Cl!/2) sin2( 7TCl!/2) 

x (27Tt l J 2, dcp J' 12 d(J (sin(J cos(Jtex -1 J ~ dt r 2ex - l , (Cll) 
o 0 0 

and hence it follows that the integral with respect to t in 
(C8) is expressed in terms of integrals of the form 

Cl! < 2. 

(C12) 

Thus, by the introduction of the variable s = S/S2 "" 1, 
Eq. (C8) is expressed by 

K2 (12, 23) - - 7T-122ex r4 (1 + Cl!/2)r-1(1 + Cl!) (Cl! + 2)-1 

x sin(7TCl!/2)cp2 t ds (27Tt l t'dcp 
o 0 

J
'/2 

x d(J(sin(J cos(Jtex-l[sex cos2ex (J + sin2'" (J 
o 

+ sex I sin(J cos(J coscp I ex + I sin2(J 

+ s cos(J(cos(J + sin(J cos(J) I '" - Is cos2(J + sin2(J I '" 

- s'" I cos(J(cos(J + sin(J coscp) I'" 

- I sin(J(sin(J +s cos(J coscp) I ex], cp« 1. (C13) 

(C5) Here, the integration with respect to s is elementary, 
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and the remaining integration with respect to e and cp 
may be made by a numerical method. The result for 01 

=} is found to be 

01 =}, ¢« 1. (C14) 

Also for the integral (B18), the expression similar to 
(C13) is obtained by neglecting the exponential factor on 
the right-hand side, but is found to be reduced to a 
logarithmically divergent integral. This means that, as 
¢ - 0, the integral (B18) over ¢z tends to infinity and 
therefore, by (B16) with (C3), also that 

(C15) 

as L-O or ¢-O. 

On the other hand, when ¢» 1, the following asymp
totic expressions are obtained by use of the approxima
tion similar to (C4): 

I L J:ZZ {(V1Z (-ZI)VZ1 (-ZZ»1.} 
k Z dz z dz 1 - -

o 0 (V12(- z 1)V23(- z 1»1. 

x sin2(7T0I/2)¢4<1-2/",) [1 d1;21;~ [I ds sZ7T-l1~ dcp 1"/2 de 

x{ (sine coset"'+I(sine - s cose coscp)2(cose - sine coscp)Z 

(sine coset"'+Z(sine - s cose coscp)(cose - sine coscp) 

x [y(l;z, s, e, cp)]2(1-4/",) 

x [Hy(1;2S) cos"e + Y(l;z) sin"'e + y(l;z, s, e, cp)}]2(1-41 ,,) , 

¢» 1, (C16) 

where y(l;) is given by (B15) and 

y(l;,s, e, cp) = (I;S)",·1(1 + OItl[1- 2 sine cosecoscp[",/2 
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Table II was obtained by use of (C5) and (C16) and the 
integrations were made by a numerical method. 
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The equations for two-Killing-vector solutions of Einstein's equations are looked at from the point of view 
of the Lagrangian formalism. The original Lagrangian, written in terms of the metric, will undergo a 
Legendre transformation leading to the Ernst Lagrangian and from there by the same procedure to others. 
So one gets a sequence of Lagrangians, and by performing an invariance transformation at each step one 
obtains new solutions of Einstein's equations. A convenient method for dealing with Lagrangians quadratic 
in the velocities is outlined. 

1. INTRODUCTION 

Considerable effort has been made to generate solu
tions of Einstein's equations 1• 2 or even the Einstein
Maxwell equations, 3.4 but up to now no one has suc
cessed in giving a transformation generating the 
Tomimatsu-Sato metrics from the Weyl metrics. 

Moreover, it has been shown5 that some of the known 
methods for generating solutions give rise to asymp
totically nonflat solutions. 

As the methods up to now either do not use the 
Lagrangian formalism (Ref. 2) or do not use the com
plete Lagrangian for the gravitational field (Ref. 4), 
the question arises whether the analysis of the complete 
Einstein Lagrangian reveals any new possibility of ob
taining new solutions. 

A method for dealing with Lagrangians quadratic in 
the derivatives of the fields, just the type needed for 
our problem, is outlined in Appendix A. 

Appendix B contains a special treatment of the 
Lagrangians used, which may be useful for further 
studies. 

A sketch of the applications of our method is given in 
Appendix C. 

Roughly speaking, the result is that, by a chain of 
Legendre transformations of the original Lagrangian, 
the second one will turn out to be the Ernst Lagrangian 
and the third one will also be given, and applying an in
variance-transformation at every intermediate step, 
one can obtain an infinite-parameter solution of the field 
equations. The question, whether the method reveals 
all 2-Killing-vector solutions of Einstein's equations 
has unfortunately to remain unanswered. Although we 
were not able to give precisely the Schwarz schild - Kerr 
transformation, from looking at the formulas it is very 
likely to be built up from a chain of infinitesimal trans
formations of the discussed type. 

2. GENERATING SOLUTIONS 

Let (M,g0l.8) be a 4-manifold with a metric of signature 
(+++-) admitting two Killing-vectors ~OI., T/OI. and let 

~OI.~OI. =: nI, ~OI.T/OI. =: I, T/OI.T/OI. = :n. (1) 

Then the line element can be written"' 7 

(2) 
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If we take ~OI. to be a timelike Killing vector, an assump
tion made only for convenience (taking it spacelike 
would change some signs but not the essentials of our 
analysis), we can set 

r 2:=Z2- mn >O. 

The Einstein equations are to be derived from the 
Lagrangian density 

/lgiR = 2rV2k + 2V2r - (1/2r)(VI 2 - VmVn) 

where V denotes the two-dimensional derivative opera
tor (~1). After we write the second derivatives as diver
genci~s, omit the divergence terms, and change the 
total sign, the Lagrangian reveals the form 

L = 2VkVr + (l/2r) (V12 - V111Vn) (3 ) 

or equivalently 

L =~r{V(t lnr + 2k)2 + v[ar sinh(m2;n)T 

[ (
rn+n)2] r (rn_n)~2 3 } + 1 + ~ V Larccot ---y:- 'J - V(- dnr - 2J?)2 • 

(4) 

According to Appendix A, we now have to solve 

XA;BC=RABC;XD 

in one of the metrics determined by (3) or (4).8 How
ever, the solutions of this equation turn out to be [in the 
metric given by (3)] (0"" t constants) 

(

0' +(3r ) 
y·m + 61 +Enl 

y·n + tZ- En 

y·l +~(tm+6n) 

(5) 

being Killing vectors for {3=y=O. 

As far as the corresponding finite transformations are 
concerned, 0' and {3 represent an addition of a constant 
and a multiple of r respectively to k, y gives a con
formal traJ;sformation of the Lagrangian by eY , to be 
absorbed by a trivial coordinate transformation, and the 
transformations belonging to 6, E, !; are already known9; 

moreover, they also can be absorbed by a coordinate 
transformation. 

We have, anyway, three nonnull hypersurface-ortho
gonal Killing congruences and the gradients of the func-
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tions to be chosen as adjusted to them have to be pro
portional to 

One can see that functions of the arguments 

lim, n/m, lin (6) 

respectively fulfill the requirements. As m and n are 
treated completely symmetrically in the original 
Lagrangian, we do not expect to get different results 
from the first and third, and so we will deal with the 
first and second only. 

As far as the second, the less interesting, is Con
cerned, one arrives at 

L = 2V(k + t lnr)Vr - (r/2){[V(arccosh)(1/r)]2 

- [(1/r)2-1] V[~ln(m/n)]2} 

and after the Legendre transformation (AID) at 

L' = 2V(k +t lnr)Vr - (r/2)V[arccosh(1/r)]2 

- (2/r) [ (l/r) 2 
- 1]-lVI/I2, 

(7) 

(8) 

which can easily be shown to admit only trivial and not 
to new solutions leading vectors XA from (A4). 

More interesting is the first of the expressions (6). 
After the following choice of variables (in order to get 
the same variables as those used in Ref. 10), 

m=-I, n==r2/1_lw 2
, (9) 

1= wj, k ='Y- t Inj 

one arrives at 

(10) 

and with 

(11) 

one gets the familiar form 

(12) 

Here now (A4) has the solutions 

(13) 

(e/2)(1/I2 - 12) + 51/1 + t 
(Killing vectors for i3='Y=O). 

CI., 13, 'Y again describe rather trivial transformations 
while 5, €, t belong to the transformations given in Ref. 
1. 

However, we are not restricted, performing again 
Legendre transformations with respect to the 5, € Kill
ing congruences. 11 
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Adjusting the variables to the Killing vector 

one sees that an appropriate choice is arctan (t/I/I) and 
t In(t2 + 1/12), but one finds that the Legendre-trans
formed Lagrangian is of type (8). 

By inversion on the unit circle in the I-I/! plane the 
Lagrangian (12) can be shown to be equivalent to 

r{j2+1/1
2
)2f, ( 1)2 ( 1/1 )2J L'=2vyvr-2,--I- LV~ +V j2+1/12 

(14) 

and, going backwards from (12) via (11), (10), (9) to 
(3), one has for L" 

L" == 2Vk"Vr + (1/2r)(Vl"2 - Vm"Vn"), (15) 

and the connections between the new and old functions 
are 

(/2+1/12)2 ( 1/1 ) V*X=r' -1- V 12+1/12 , 

" m m == m2 +</J2, 

n"_r2•/2 +</J2 _ Ix2 
- I 12 + </J2' 

1" xl 
=/~' 

k'{=k +t In(t2 + 1/12). 

(16) 

Now one has the possibility of Legendre-transforming 
this Lagrangian with respect to the third of the expres
sions (6), coming to L IN of the type (12), and so on. 
ThUS, performing at every intermediate step a trans
formation according to (13) or (5), one can generate an 
infinite-parameter solution of Einstein's equations. 

Some interesting questions arise and, at the present 
state of affairs, have to remain unanswered. For ex
ample, besides the problem already mentioned in the 
introduction, we have the question in which way type
(5) transformations of L" affect the multipole moments. 
We know alreadyfi that a transformation of L' mixes the 
mass- and angular-momentum moments. 
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APPENDIX A 

Suppose that we are given N fields, denoted by FA, 
and the field equations to be derived from the 
Lagrangian 

(AI) 

where GAB is a nonsingular NXN matrix, whose com
ponents are functions of the FA, and V denotes a flat-
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space derivative operator. We will regard GAB as the 
metric in an abstract N-dimensional Riemann space, 
and all the symbols used will have their usual mean
ings. 12 By varying (AI) with respect to FA, the field 
equations, not very surprisingly, turn out to be 

(A2) 

By performing now an infinitesimal transformation of 
the form 

the new fields EA will satisfy (A2), provided that FA 

satisfies it and 

(A3) 

(A4) 

If (A2) is analogous to the equations of geodesics, this 
may be thought of as an analogy to the equation of geo
desic deviation. As this equation implies the existence 
of a symmetric covariantly constant second rank tensor 

Y(AB); C == 0, 

Y(AB) ==X(A;B) 

(A5) 

(A6) 

[in fact, (A4) is equivalent to (A5) and (A6)] their solu
tions contain not only the Killing vectors of GAB (Y(AB) 
; 0, leaving (AI) invariant], the conformal Killing vec
tors with constant divergence [Y(AB) == const 0 GAB, mul
tiplying the right-hand side of (AI) by a constant factor], 
but also other solutions iff GAB is decomposible. 13 

If we assume that XA is a Killing vector, i. e., a gen
erator of an invariance of the Lagrangian (AI), then by 
Noether's theorem this fact gives rise to the existence 
of a divergence-free vector field, which can be written 
easily as 

(A7) 

Note added in proof: Let X A be a conformal Killing 
vector with constant divergence 

then 

V (XAVFA) = (XA,B- r~aXdVFAVFB 

== const· GAB V FAVF B, 

which means that the divergence of X A VFA will vanish 
iff the Lagrangian vanishes for the actual fields, i. e. , 
for the solutions of the field equations (A2) denoted by 
F:. The Einstein Lagrangian can be written 

LEln=GABVFAVFB +HAV 2F A 

or 

L Eln = (GAB - H(A,B»VFAVF B + V (HAVFA) , 

which leads to (AI) by setting GAB=GAB-H(A,B) and 
dropping the divergence term. However, it is known 
that LEln(F:); 0, and hence we have 

V[(XA + const • HA)VFAL = O. 

Let the FA be functionals of a function A which 
satisfies 

V2A == 0, (VA)2 * 0 

and denote FA ==dFA/dA. Then the field equations (A2) 
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become 

(A8) 

which can be solved using the well-known methods for 
the geodesic equation. The general solution involves 2n 
constants, thus giving a 2n-parameter solution of the 
field equations. 14 

A very nice special case occurs if V is the two-di
mensional derivative operator (:~). Suppose that this is 
the case and GAB admits a hypersurface-orthogonal 
nonnull Killing vector 

X[A;BC) =0 =(x~c X[A);B)' 

Then, by a proper choice of the FA, the Lagrangian can 
be written 

L =HABVFAVFB + V(VK)2 (A9) 

and the field equations for K read 

implying the existence of a function M, defined by 

V*M=VVK. (AIO) 

(V* denotes the conjugated derivative operator: V*" 
=E~V/3. ) 

The new Lagrangian as a function of VM is obtained 
by performing a Legendre transformation 

L'=L- a~t VK. (All) 

It may easily be checked that this new Lagrangian gives 
the correct field-equations in terms of M. 15 

As the transformation from K to M via (AIO) is by no 
means contained in (A3), the new Lagrangian leads to 
new (A3)-type transformations, which are quite distinct 
from the old ones of the old Lagrangian. 

The method may be generalized to Lagrangians of the 
type 

L = GABVFAVFB +S(FC). 

This is invariant under an (A3) transformation iff 

X(A;B) ==S,AXA=O 

and the field equations are 

V 2FA + r~cvFBvFc = GABS,B' 

Note added in prOOf: Another generalization is Lagran
gians of the type 

L == ~AVFA, 

where ~A is a vector, whose components are functions 
of the FA, in the coordinate space (coordinate indices 
suppressed) as well as in the manifold of the FA. Note, 
that in this case no metric structure for the FA is re
quired. The Lagrangian is invariant under (A3) if 

DL(X)~=O 

and the field equations are 

~[A,B)VFA=O, 

where DL denotes the Lie derivative in the FA-manifold. 
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APPENDIX B 

The Lagrangians (3) or (4) can be written as the met
ric on an hypersurface S in a flat 5-space. 

By the transformation 

t=~k+%lnr+r, l=r1l2Z, 

K=~r1l2(rn-n), T/=tr1l2(rn+n) 

we get 

2L = V't2 + V'z2 + V'K2 - V'T/2 _ V'A2 , 

S: t + A = 2(12 + K2 _1)2) 

(Bl) 

(B2) 

as expressions for the Lagrangian and the hypersur
face. This hypersurface can be shown to be not 
lightlike. 

Some solutions of Eq. (A4) may now be obtained by 
the following theorem: 

Let there be given in an n-dimensional Riemann 
space a nonnull hypersurface with unit normal vector 
no:, Riemann tensor R~6' and covariant derivative 
formed with respect to th e induced metric on the hyper
surface, and let ~" satisfy 

(i) ~o:nO: = 0, 

(ii) DL(n) ~ = 0, 

(iii) ~a;B"Y =RaB"Y6~6; 

then it also satisfies 

As the proof of this theorem is easy using standard 
books, 16 we will not give it here. 17 

However, as the 5-space is flat, the solutions of 
(B3iii) are easily to be found as 

e=a~tB +CA
, 

(B3) 

(B4) 

involving 30 constants a~, C A
, which one has to choose 

according to (B3i, ii), finding the surviving solution to 
be given by (5). 

Whether the form (B2) of the Lagrangian (3) [of 
course, a similar treatment is possible with (12) 1 is 
useful for finding new solutions will be the subject of 
a forthcoming paper. 

We note that the full Einstein Lagrangian, involving 
ten functions, may be imbedded in a flat 55-space. 

APPENDIX C 

As a sketch of the application of the methods de
scribed in this paper, we want to discuss one example. 

We examine the behavior of the Schwarzschild-solu
tion under an infinitesimal transformation of L" [Eq. 
(15)] . 

In prolate spheroidal coordinates the Schwarz schild 
metric is for unit mass 

ds 2 = (coshu + 1)2 (du2 + dri + sin2 e d¢2) _ coshu - 1 dt2 
coshu + 1 
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or 

k = In(coshu + 1), 
coshu-1 

m = - coshu + 1 ' 

n = (coshu + 1)2 sin2e, I =0. 
(Cl) 

This leads by direct calculation via Eqs. (9), (11), (14), 
(16) to the variables 

k" -1 ( hu _ 1) ,, __ coshu + 1 
- n cos ,m - coshu _ 1 ' 

n" = (coshu - 1)2 sin2e, I" = 0, 

used in Eqs. (15), (16). Applying now the infinitesimal 
transformation [Eq. (5)] 

m"* =m" + &1', I"* =I" +t6n", 

n"* =n", k"* =k" 

gives 

I"* =t&(coshu - 1)2 sin2e 
while the other variables remain unchanged. From 
Eq. (16) it can easily be calculated that 

(12 ! <p2) * = &(coshu + 2) cose 

and one obtains 

w* = - ~&(cosh2u + 4 coshu + 7) sin2e 
and finally 

1 . 2 2 ) coshu - 1 
I* =- 2'& sm e(cosh u + 4 coshu + 7 coshu + 1 . (C2) 

m, n, k are unchanged due to the fact that only infinites
imal a was considered. 

lR. Geroch, J. Math. Phys. 12, 918 (1971). 
2R. Geroch, J. Math. Phys. 13, 394 (1972). 
3W. Kinnersley, J. Math. Phys. 14, 651 (1973). 
4C. Hoenselaers, Univ. Bielefeld Preprint, Bi 5/75. 
5R.O. Hansen, J. Math. Phys. 15,46 (1974). 
6A. Papapetrou, Ann. Inst. H. Poincare 4,83 (1966). 
7This form of the line element can be obtained without using 
Einstein's equations. One of the equations will turn out to 
be V'Zr = 0, which enables us to choose r as one coordinate 
and z, defined by V'*z = V'r, as the other. But as then the 
Lagrangian will become explicitly coordinate dependent, we 
do not intend to use this possibility. 

sFor actual computations (4) is the more convenient. 
1Ia. Matzner and C. Misner, Phys. Rev. 154, 1229 (1967). 

1°F. Ernst, Phys. Rev. 167, 1175 (1968). 
l1We omit the ~-Killing-vector here, because a Legendre 

transformation would just lead backwards to (10). 
l2G. Neugebauer and D. Kramer, Ann. Physik 24, 62 (1969). 
l3L. P. Eisenhart, Riemannian Geometry (Princeton U. P. , 

Princeton, N. J. , 1949), p. 142. 
14n may be noted that solutions of this type lead either for 

the Lagrangian (3) or (12) to asymptotically nonflat metrics. 
l5A Legendre transformation of this kind is known in the theory 

of the gyroscope, when passing from the Lagrange function 
to the Routh function. 

16S. Hawking and G. Ellis, The Large Scale Structure of 
SPace-Time (Cambridge U. p. , Cambridge, 1973), pp. 44ff. 

17We only mention that some of the Killing vectors of the 
hypersurface may be found by 

~(a;ll)=O, ~ana=O. 

The fact, that no condition like (B3ii) has to be imposed 
arises from the Killing equation being a first-order equa
tion, while (B3iii) is a second-order equation. 
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Homothetic and conformal motions in spacelike slices of 
solutions of Einstein's equations * 
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Components of Killing's equation are used to obtain constraints satisfied in a spacelike hypersurface by the 
intrinsic metric and extrinsic curvature in the presence of a spacetime conformal motion for a solution of 
Einstein's equations. If the conformal motion is either a homothetic motion or a motion, it is shown that 
these Killing constraints are preserved by the Einstein evolution equations. It is then shown that the 
generator of the homothetic motion (homothetic Killing vector) can be constructed if the Killing 
constraints are satisfied by a set of initial data. It is shown that a homothetic motion in the intrinsic metric 
is a spacetime homothetic motion if the extrinsic curvature is transformed correctly under the spatial 
homothetic motion. Further restrictions on a proper conformal motion due to the fact that it is not 
identically a curvature collineation are obtained. Restrictions on the matter-stress-energy tensor are 
discussed. Examples are presented. 

I. INTRODUCTION 

To consider a solution of Einstein's equations as the 
time evolution of an initial space like hypersurface has 
proven useful in, for example, quantization of gravity, 1 

the gravitational initial value problem, 2 and the com
puter evolution of colliding black holes and collapsing 
stars, 3,4 It is interesting to derive the constraints im
posed on the initial data in the hypersurface due to the 
presence in the spacetime of some generalized sym
metry, 5 Here we discuss the effect in the spacelike hy
persurface of a spacetime conformal motion (conformal 
symmetry) which has as two special cases a homothetic 
motion (se1£- similarity) and a motion (isometry). 6-8 

We first consider the results for a solution of 
Einstein's equations in vacuo in the presence of a homo
thetic motion or motion: It is found that, in addition to 
the Hamiltonian and momentum constraints, the spatial 
metric and extrinsic curvature must satisfy additional 
Killing constraints which depend on the components of 
the generator of the homothetic motion (homothetic 
Killing vector) normal and tangent to the hypersurface. 
These constraints are obtained easily using the compo
nents of the spacetime Killing's equation and its Lie 
derivative normal to the hypersurface. It is shown that 
these constraints are preserved by Einstein's equations. 
These results have previously been obtained in the spe
cial case of an isometry by Moncrief, 9 although the 
methods used here (due to GerochlO as elaborated by 
Smarr3

) are much more straightforward. A great sim
plification is achieved by using the conformal Killing 
vector field as the coordinate congruence. 11 

Conversely, it is shown by constructing the homo
thetic Killing vector that a set of initial data on a space
like hypersurface which satisfies these Killing con
straints in addition to the Einstein constraints also sat
isfies the spacetime Killing's equation. It is also shown 
that a spatial homothetic Killing vector which satisfies 
the hypersurface constraints for a homothetic Killing 
vector with no normal component is a spacetime homo
thetic Killing vector, 12 

Next, the more general case of a conformal motion 
which is neither a homothetic motion nor a motion is 
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considered: In this case, also, the spatial projection 
of Killing's equation and its time evolution yield con
straints in a space like hypersurface, These constraints 
are not preserved by Einstein' s evolution equations 
which in fact restrict the conformal motions compatible 
with solutions of Einstein's equations. Additional re
strictions in the hypersurface arise from requiring the 
Lie derivative along the conformal Killing vector of the 
Einstein constraints to be zero. These restrictions and 
those formed by their time derivatives are so severe 
that, as shown by Collinson and French6 using Newman
Penrose techniques, only type N spacetimes with twist
free geodesic rays can have a proper conformal motion. 
These restrictions serve, in general, to prevent a con
formal motion in spacelike initial data from being a 
spacetime conformal motion. 

In Sec, II, the basic notation and formalism3 ,10 is 
presented. Section III contains the projections of 
Killing's equation and the derivation of the Killing con
straints for a spacetime possessing a conformal motion. 
In Sec. IV, the constraints are presented for the special 
case of a homothetic motion and are shown to be con
served (using Appendix A). It is then shown possible to 
construct a homothetic Killing vector from the 
constraints, 

In Sec, V, it is shown using Appendix A that for a 
proper conformal motion the Killing constraints are not 
preserved by Einstein's equations, Further restrictions 
are obtained using the Einstein constraints, In Sec, VI, 
the modifications required in the presence of matter 
are discussed. The results are summarized in Sec. VII. 

In Appendix B three examples are presented, The 
first, the dust-filled Friedmann universe with flat space
like slices, 13 is shown to contain a proper conformal 
motion. The second, the empty Kasner universe, is 
shown to contain a homothetic Killing vector. 12 For the 
third, Schwarzschild in the usual coordinates, 13 the re
striction is obtained which prevents a spatial conformal 
Killing vector from being a spacetime conformal Killing 
vector. 

II. DEFINITIONS AND NOTATION 
Assume there exists a spacetime (ST) with metric 
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gab which satisfies Einstein's equations in vacuo 

Rab - tgabR = 0, (1) 

where a, b = 0, 1, 2, 3. The ST is assumed to possess a 
conformal motion generated by the vector field ~a such 
that 

{,gab = agab, (2) 

where { denotes Lie derivative defined by-f,gab = "V a~b 
+ "Vb~a (for "V the covariant derivative with respect to 
gab) and a is an arbitrary function. The vector 1;a is said 
to be a conformal Killing vector (CKV) , U a= c, a con
stant, the ST possesses a homothetic motion (self
similarity) and 1;a is a homothetic Killing vector (HKV). 
U c = 0, the ST possesses a motion (isometry) and 1;a 
is a Killing vector (KV). 5 

Consider a space like hypersurface St, defined as 
having constant coordinate time t, embedded in the ST. 14 

The vector 

na = _ A"Vat (3) 

(where A dt is the proper time along n between St and 
St'<lt) is the future pointing unit time like normal to St. 
Thus St has the intrinsic metric 

and extrinsic curvature 

Kab = - he ahd b "Vend. 

(4) 

(5) 

Einstein's equations (1) become four constraint equations 

(6) 

and 

DaK"b-D~=O (7) 

(where K == habKab , indices on spatial tensors are raised 
and lowered with hab and hab, and R. is the curvature 
scalar formed from hab using the intrinsic covariant 
derivative D defined10 by D.Abe = heah'bhde"VeA/r1 such that 
Dahbe = 0) and twelve evolution equations 

(f v - f".lhab = - 2AKab 

and15 

(tv-f".)Kab = - 2AKacK\ + AKKab 

+ >I<. ab - DaDb A 

(8) 

(9) 

(Where R. ab is the Ricci tensor formed from D and hab ). 
The vector field va = Ana + !l a has been chosen as the co
ordinate congruence so that fv - a jot and the shift vector 
!la joins points on St and St'<lt with the same spatial coor
dinates. It will simplify subsequent calculations to re
mark that Eq. (9) may be rewritten3 as 

(tv - f".)Kab = - AK."K"b - >.Fab - DaDbA, 

where 

(10) 

(11) 

for Rmnpr a component of the ST Riemann tensor. Com
paring Eqs. (9) and (10) gives3 

(12) 
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III. PROJECTIONS OF KILLING'S EQUATION AND 
THE KILLING CONSTRAINTS 

It is now possible to obtain the components of Killing's 
equation (2) with respect to the hypersurface St' If the 
CKV is written as ~a = oma + f3a (where f3ana = 0), the 
normal component of Eq. (2) is, for an arbitrary coordi
nate congruence v a= Ana + !la, 

b..D'. = - faA + taA, (13) 

where we have used the relation3 

na"Vanb = Db InA. (14) 

The mixed component of Eq. (2) yields 

(15) 

as is seen from Eqs. (5), (13), and (14) and the fact that 
Kab is a symmetric tensor. 

The spatial projection and its time evolution are found 
most simply by taking as the coordinate congruence v 
the conformal Killing vector field ~a = D'.na + f3a - i. e., the 
lapse function is taken to be the negative of the normal 
component of the CKV and the shift vector to be its spa
tial projection. 11 

With this choice of coordinates, the normal compo
nent of Eq. (2) may be written 

-I:..,D'.= taD'. 

while Eq. (15) becomes 

f an f3 a = 0 

or equivalently 

f,n" = - iana
• 

(16) 

(17) 

(18) 

The spatial component of Eq. (2) yields a constraint 
on St: 

D af3b + Dbf3 a - 2 D'.Kab = ahab . 

Since Eq. (18) is sufficient to show that 

D af3 b + Dbf3a = f::ahab 

(19) 

(20) 

(where it is recalled that f:: signifies a ST Lie deriva
tive), Eq. (8) may be used to rewrite Eq, (19) as 

(21) 

To obtain an additional constraint on St, operate on Eq. 
(21) with t:, - fa = fan and use the relation16 

t:1>fwhab = t:w t:vhab + tt whab. (22) 
v 

From Eqs. (8), (9), (16), and (18) and the relation 

I:.aKab = 3fsKab (23) 

for 3fsAab == f3e D~ab + AebDa~e + AacDbf3" it is easily shown 
that 

(24) 

or 

(25) 

It is to be noted that Eqs. (19) and (25) are constraints 
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which must be satisfied by the intrinsic metric and ex
trinsic curvature on St in the presence of a CKV. These 
equations are independent of coordinate choice where 0' 
/3a are components of the CKV and (J and t:.nG are arbi- ' 
trary. This may be seen directly by rederiving the con
straints using arbitrary coordinates or by noting that 
Eq. (25) is the spatial projection of the invariant 
equation17 

(26) 

since Kab == h~Jt{,ne['ecd where the relation for the Lie de
rivative of the affine connection has been used. [The 
convenient notation of Eqs. (19) and (24) is not coordi
nate independent since it requires v == ~ in Eqs. (8) and 
(9). ] 

IV. RE5UL T5 FOR A HOMOTHETIC MOTION 

Under a homothetic motion any geometric object with 
dimension (length)q transforms with a factor exp(qc/2) 
if the metric transforms as gab-e"gab. 7 Thus for any 
object rp (with arbitrary indices), 

t:./rp==iqcrp. (27) 

For (J== c, the components of Killing's equation, Eqs. 
(16), (18), (21) and the constraint Eq. (24) become 

and 

(28) 

(29) 

(30) 

(31) 

From the definitions of 0', na, hab, and K ab , it is clear 
that the values of q in Eqs. (28)-(31) are those expected 
from dimensional analysis where coordinates are as
sumed to be dimensionlesso 

For further analysis it is useful to rewrite Eqs. (30) 
and (31) in the coordinate independent form as Proposi
tion 10 

Proposition 1: 1f a vacuum spacetime possesses a 
homothetic motion t:./gab == cgab , then in any space like 
hypersurface of the spacetime the intrinsic metric, 
hab, and extrinsic curvature, K ab , must satisfy 

and 

(3c DcKab + KacDbf3c + KcbDaf3" 

== 20'KacK b - O'KKab - 0'/\ ab + DaDbO' + icKab , 

where ~a == ana + f3a is the homothetic Killing vector. 

(32) 

(33) 

For c == 0, the spacetime possesses an isometry and 
we have the result found by Moncrief9 and Berezdivin1S

: 

Corollary 1: 1f a vacuum spacetime possesses an 
isometry with generator ~, then in any space like 
hypersurface 

Daf3 b + Db(3a == 2aKab 

and 
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(34) 

f3" DcKab + KacDb(3c + KcbDaf3" 

==2aKacKb- O'KKab - O'f!..ab+DaDbO' 

for ~a == ana + (3a. 

(35) 

Proposition 2: The Killing equation constraints (32) 
and (33) are conserved by the Einstein evolution 
equations. 

Proof: Since the evolution of Eg. (32) yields Eq. (33) 
(Sec. III), we need only show that Eq. (33) is conserved. 
Evolve with (t/-6J using Eqs. (8) and (9) for va == ~a. 
Equations (29), (17), and (22) (for Kab rather than hab) 
may be used to give in these coordinates 

(36) 

The left-hand side of Eg. (36) is calculated explicitly 
by specializing the calculation in Appendix A to the case 
(J == c, a constant, which eliminates all terms in deriva
tives of (J. It is immediately seen from Eq. (A19) that 
an identity results. 

Proposition 2 has been proved for isometries by 
Moncrief. 9 It is now pOSSible to prove 

Proposition 3: If in a space like hypersurface, St, a 
set of initial data satisfy, in addition to the Einstein 
constraints, 

(37) 

and 

(3c DcKab + KacDb(3c + KcbDaf3" 

== 2aKacK b - aKKab - 0'/< ab + DaDb a + ~CKab (38) 

for some scalar 0' and spatial vector /3a, then the space
time development of St contains a homothetic motion with 
generator ~a == ana + (3a 0 

Proof: To evolve St, choose the coordinate congruence 
~a == ana + (3a 0 It is easy to show using calculations in 
Appendix A and 

(39) 

[which follows from Egs. (4) and (14)] that (t/-t 8 ) op
erating on Eq. (37) yields Eq. (38) and (f/ - t e) operat
ing on Eg. (38) yields an identity if and only if Eqs. 
(17) and (28) are true. But Eqs. (37), (38), (17), and (28) 
are equivalent to Killing's equation (2) for (J == c. Thus 
~a is an HKV. Therefore, Eqs. (37) and (38) may be 
used to construct an HKV if hab, Kab are known (in any 
coordinates) . 

Examples are given in Appendix B. Proposition 3 has 
been proved for isometries by Moncrief9 and 
Berezdivin. is 

Corollary 3: A homothetic motion in initial data such 
that 

(40) 

and 

(41) 

is a homothetic motion of the spacetime. 

Proof: For a coordinate congruence va == Ana repeat the 
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proof of Proposition 3 since Eqs. (40) and (41) are just 
Eqs. (37) and (38) with 0'= O. We require Eqs. (13) and 
(15) with 0' = 0 and thus have Killing's equation (2) for 
a = c with ~a = (3a. 

Corollary 3 has previously been obtained by Eardley7 

for self-similar cosmologies and as restricted to isom
etries by Berezdivin. 18 

As an aside, we mention that it is easy to show that 
for any HKV ~ 

t!(KarXab _ K2 _/~) = _ c(KarXab _ K2 _/<) (42) 

and 

(43) 

so that the Einstein constraints cannot spoil the com
patibility of Einstein's equations and a homothetic mo
tion. (This has been pointed out for isometries by 
Berezdivin. 18

) 

V. PROPER CONFORMAL MOTIONS (00/= CONST) 

It is now possible to show that the constraints (19) 
and (25) are not preserved by Einstein's equations for 
a proper conformal motion by operating on Eq. (25) with 
tan and showing that an identity does not result. USing 
Eq. (22) for Kab rather than hab to commute Lie deriva
tives yields 

t!(t! - tB)Kab = ~a(t! - tB)Kab + ~aKabtna 

The term by term calculation of the left hand side of 
Eq. (44) using Eq. (10) is given in Appendix A. The 
result of the direct calculation is 

t!(t! - tB)Kab = ~a(t! - b)Kab + ~ aKabtna 

(44) 

- Q1DaDba- ~Q1habDcD"a- ~Q1harXt na 

(45) 

which when compared with Eq. (44) yields the relation 
(for an arbitrary coordinate congruence va = Ana + /-L a) 

- DaDba - Kabtna + ~hab[tntna- A-1(D"A)(Dca) 

- DcUa- Ktna]= O. 

Equation (46) is a restriction on a. 

In addition, the Lie derivative of the Einstein con
straint Eqs. (6) and (7) require 

(46) 

b(KabK"b - K2 -/~) = 0 (47) 

and 

(48) 

Direct calculation of Eq. (47) using Eq. (6), the trace 
of Eq. (12), and Eq. (All) yields the restriction 

DcUa + Ktna= O. 

Direct calculation of Eq. (48) using the trace of3 

- DaKbc + DrXac = ha mhbnh/nrRmnpr 

and Eq. (A6) yields 

Dbf::na + KabDaa= O. 

(49) 

(50) 

(51) 

It is immediately seen that Eqs. (46), (49), and (51) 
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are not automatically satisfied for a nonconstant. The 
restrictions arise because a conformal motion must be 
a conformal collineations-L e., Eq. (2) implies 

(52) 

where C\Cd is the Weyl tensor. In a vacuum ST Eq. (52) 
is equivalent to 

t!Rabcc! = O. (53) 

Although Eq. (52) is an identity, Eq. (53) is not and be
comes a restriction on a. Various components and con
tractions of Eq. (53) have been used by Collison and 
French6 to show that only type N vacuum ST's with twist
free geodesic rays can possess conformal motions with 
a nonconstant. 

The additional restrictions imposed on proper con
formal motions by Eqs. (46), (49), (51) and their time 
derivatives allow the statement of 

Proposition 4: A proper conformal motion in initial 
data such that 

(54) 

and 

(55) 

is, in general, not a conformal motion of the spacetime. 

The example of the Schwarzschild solution is present
ed in Appendix B. 

VI. NONVACUUM SPACETIMES 

Here we briefly outline the modifications which must 
be made in the presence of an arbitrary stress-energy 
tensor (with all constants absorbed)3 

(56) 

where ta and Sab lie in St. The Einstein constraints (6) 
and (7) become 

(57) 

and 

DaK"b-DrX=-tb (58) 

while the evo~ution equation (8) for hab is unchanged 
and that for Kab becomes3 

Cfv - tIL )Kab = - 2AKa~ b + AKKab + Ai< ab 

- DaDb A - >.sab +~AhabT, (59) 

where T~ habTab • The Killing constraint equation (19) is 
unchanged while Killing constraint equation (25) picks 
up a term >.sab - ~AhabT on the right-hand side. This is 
also true in all other rewritings of Eq. (25) such as 
Eqs. (35), (38), etc. For a homothetic motion, the con
straints are conserved if 

t!Tab=O, (60) 

a result expected from dimensional analysis. 

For a proper conformal motion, the restrictions (46), 
(49), and (51) are obtained by replacing the zero on the 
right-hand sides of Eqs. (46), (49), and (51) with 
t!Sab - ~habt! T, - t!p, and - btb respectively. The com-
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plexity of these constraints suggests that solutions of the 
nonvacuum Einstein equations possessing proper con
formal motions must be rare. An example, however, is 
given in Appendix B. 

VII. DISCUSSION 

The compatibility between homothetic motions and 
Einstein's equations has been shown by obtaining the 
constraints satisfied by space like initial data in the 
presence of a spacetime homothetic Killing vector and 
showing that these constraints are conserved by Einstein 
equations. It is also shown that a spacetime homothetic 
Killing vector can be constructed from a set of initial 
data which satisfy the Killing constraints, 

The compatibility cannot be generalized to a proper 
conformal motion since the constraints obtained in this 
case are not in general preserved by Einstein's equa
tions. Thus a proper conformal motion in space like 
initial data is in general not a spacetime proper con
formal motion. 
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APPENDIX A: COMPUTATION OF 
t t ( t t - til) KiD 

From Eq. (10), 

1f(-fa)Kab =- aKa~b- aPab-DaDba. (A1) 

Consider the Lie derivative of each term on the right
hand side of Eq, (A1): From Eqs. (24), (16), and 

f(h ab = _ ahab (A2) 

direct substitution yields 

f l (- aKacK"b) = - ~aaKacK"b + aKabfna. (A3) 

From the definition of Pab, Eq. (11), and Eqs, (16), (18), 
(A2), and 

it is easy to show that 

- t, aP ab = - ~aaP ao - l{ mhn ahP bflRm npr' 

It is well known that5 ,16 

fiRm npr = ~gms{ V p [V nlf,firs) + V rlf(gns) 

- vslf,gnr)] - Vr(Vnlf(fips) 

+ V p If,fi sn) - V slf,gpn) ]}. 

Substituting Eq, (2) in (A6) yields 

fiRm npr = ~(om r V n Vpa - firn VmVpa 

- omp V nVra + fipn vmVra). 

Substitution of Eq. (A 7) in Eq. (A5) gives 

-f,aPab = - ~aaPab- }ahnallb VnVpa 

- ~ ahaohr m vmVra. 

The second term on the right-hand side of Eq. (A8) 

becomes 
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(A4) 

(A5) 

(A6) 

(A7) 

(A8) 

- ~ ahn ahP b V n Vpa = - ~ ahnaJzPb VnfiP' V sa 

= - taDaDba - ±aKabfna 

while the third term becomes 

- ~ ahabhr m VmV ra 

= - ~ahabDcDca - ±ahabKfna. 

Combining Eqs. (A8)-(A10) yields 

f,(- aPab ) = - iaaP ab - ± aDaDba - ~ aKab tna 

- ~ ahabD cDc a - t alzabKfna, 

Furthermore, 

te(- DaDb a ) = - f,(h~h~ Vch~Ve a) 

= - h~h~f, Vc Va a + f,(Kaofn a) • 

But 

f,vcva a = ~f,fvafiab 

= }fva (agab) + ~f I fiab' 
r (Va 

Now 

(A9) 

(A10) 

(All) 

(A12) 

(A13) 

f, Va a - vaf, a = _ (VC a)ag~. (A 14) 

Thus Eq. (A13) becomes 

f, Vc Va a = ~aV c Va a + ~ aVc Vaa + ±gab(VC a)(V caL (A 15) 

and 

f,(Kab tna) = 1aKab f na - ±Izab <fna) Ifna) 

+ ±aKabfna. 

Using 

(VC a)(Vca) = (if a)(Dca) -Ifna)lfnal 

and combining Eqs. (A12)-(A17) gives 

(A16) 

(A17) 

f,(- DaDbal = - ±aDaDba- }aDaDba- ilzab(Dca)(DCa). (A18) 

Combining Eqs. (A3), (All), and (A18) gives 

f,If,-fs)Kab = ±alfl-ta)Kab + laKaofna 

- aDaDba - } ahabDcDc a 

- 5,ahabKtna- ±lzab(Dca)(Dca), (A19) 

APPENDIX B: ILLUSTRATIVE EXAMPLES OF ST's 
POSSESSING GENERALIZED SYMMETRIES19 

1. ST with CKV 

Consider the dust-fiUed Friedmann universe with zero 
spatial curvature: 

d,c;2= _ dt2 + a2(t)oij dx i dx i (i,j= 1, 2, 3), (Bl) 

where 

Tab = POaOObO (B2) 

for 

P = po(aja 0)-3 (B3) 

and 

a=aot2/3. (B4) 
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For the coordinates of Eq, (Bl), 

na = (1, 0, 0, 0) (B5) 

so that fn = d /at. From Eq. (8) in the coordinates of 
(Bl), it is seen that 

(B6) 

where· = rt/ dt. The simplest case is to assume that 
there exists a CKV parallel to na. Then Eqs. (19) and 
(25) yield 

a=a, a= 2a. 
Thus the CKV is ~a = (a, 0, 0, 0) or 

a f,=- for adT]=dt, 
aT] 

(B7) 

(B8) 

as is expected, Direct substitution using Eqs, (B7), 
(B2)-(B4), and (B8) shows that Eqs, (46), (49), and (51) 
as amended in Sec, VI for Tab *0 are satisfied in this 
case, 

2. ST with an HKV20 

Consider the empty Kasner universe with 

ds2 = _ dtZ + t2P1 dx2 + f2PZ dy2 + t2P3 dzz, 

where the Pi are constants such that 

L;Pi = 1 =£Pi2
• 

For the coordinates of Eq< (B9), Eq. (8) yields 

Kij = - Pi tZPi
-
1

0ij< 

(B9) 

(BI0) 

(B11) 

Substitution in Eqs. (32) and (33) yields [assuming a 
= a(t) 1 

a=~ct, f3i=~c(I_Pi)xi 

so that 

(B12) 

(B13) 

is an HKV. The HKV of Eq, (BI3) is well known7 and 
may be found directly from Eq, (2). 

3. A spatial CKV in Schwarzschild 

The spherically symmetry spacelike hypersurfaces 
St in the Schwarzschild solution are conformally flaL 3 

The metric (exterior) is 

ds 2 = _ (1 _ 2m/r) dt2 + (1 - 2m/rj-l dr 
+ r(d82 + sin2 8dcpZ). (B14) 

From Eq. (8) 

Kij = O. (B15) 

Conformal flatness of the SI implies that there exists 
{3i in St such that 

(B16) 

for nonconstant a. To satisfy the constraint Eq. (55) 
and Eq. (B15), it is necessary to choose 

(BI7) 

But 

na = (1- 2m/r)-1/Z(1, 0,0,0), (B18) 
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so that Eq. (B17) is satisfied by choosing 

aa 
aT=O. 

For the coordinate system of Eq. (BI4), Eq. (46), 
becomes [using (BI9) and (B15») 

(B19) 

(B20) 

where a is the lapse function in the metric (B14). But 
Eq. (49) becomes 

(B21) 

so that Eq. (B21) and the trace of Eq. (B20) force 

(B22) 

Since all '* 0, Eq. (B22) and spherical symmetry imply 
a = const. Thus f3i cannot be a proper CKV of the ST. 

*Research supported in part by the National Science Founda
tion under Grant No. GP-36317. 
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A supereigenvalue problem for the solution of the 
generator coordinate integral equation * 

L. Lathouwers t 

Faculty of Science. Rijksuniversitair Centrum. Antwerp. Belgium 
(Received 16 March 1976) 

The unconventional Griffin-Hill-Wheeler integral equation is replaced by a classical Fredholm eigenvalue 
problem which is the continuous analog of Lowdin's superseculat equation. 

The generator coordinate method is a variational 
procedure based on trial functions of the form1 

<J!(x) = j f(a) <p(x la)da. (1) 

The many particle functions <P(x 10') are termed intrinsic 
states and can conveniently be chosen for the problem 
under consideration. In order to represent bound states 
they are assumed to be square integrable (L2) in the 
dynamical variables x for all values of the parameters 
a. The folding of <P(x I a) with superposition amplitudes 
f(a) through the integration over the a range generates 
a class of trial functions </J(x) depending solely on the 
particle degrees of freedom. The parameters a are 
generally referred to as generator coordinates (GC). 
The amplitudes 1(0') which make the expectation value 
of the Hamiltonian H with respect to (1) stationary satis
fy the, Griffin-Hill-Wheeler (GHW) integral equation 

j [H(a, {3) - Ec.(a, (3) If({3) df3 = 0, 

where 

H(a,{3)=j <p*(xla)H<p(xl{3)dx, 

c.(a,s)=j <p*(xla) <p(xl{3)dx, 

(2) 

(3) 

(4) 

are the Hermitian Hamiltonian and metric kernels. For 
bound state problems this equation has to be solved 
under the restriction that <J!(x) is L2, 

111,11 =[J j f*(a) c.(a, {3)f({3) dO' df3]1!2 = II flit., (5) 

i. e., the amplitudes f(a) the amplitudes t(a) should 
have a finite norm in the nondiagonal c.(a,f3) metric. 
The eigenvalues E; of the GC eigenvalue problem (2) 
and (5) are upper bounds to the exact eigenvalues of H. 
The properties of the corresponding eigenamplitudes 
ti(a) have recently been studied. 2 These quantities can 
behave in a variety of ways, ranging from L2 functions 
over tempered distributions to singular non-L2 func
tions, depending on a balance between dynamical and 
geometrical factors. Numerical methods, such as 
discretization techniques, for solving the GHW equa
tion should therefore be handled with extreme care. 

Both theoretically and practically it would be con
venient to replace the unconventional GHW integral 
equations by classical Fredholm equations. 3 One way 
of doing this has been proposed in Ref. 2. In the fol
lowing, I will present an alternative procedure which is 
the integral equation analog of Lowdin's super-secular 
equation4 for treating the diagonalization of H in a finite 
nonorthogonal basis. The first step is to renormalize 

1274 Journal of Mathematical Physics, Vol. 17. No.7. July 1~76 

the intrinsic function <p(x I a), i. e., to multiply it with 
an L2 function in a, nonzero almost everywhere, such 
that it is L2 both in x and a. If <P(x I a) is in the domain 
of H, i. e., when H <p(x I a) is L2 in x for all 0', the re
normalization function can be chosen such that the 
metric kernel and the Hamiltonian kernel are L2 
kernels. Thus there exist two positive constants C t. 
and C H for which 

j j 1<l(0', f3l )2dO' df3=Ct. < + "", 

j j IH(a, (3) 12 da df3 = C H < + 00, 

(6) 

(7) 

Instead of solving the GHW equation one can consider 
the associated equation 

I K(a, f31 E) g(f31 E) df3 = A(E) g(Ci I E), (8) 

i. e., the formal eigenvalue problem for the Hermitian 
kernel K(a, f3IE) =H(a, f3l - Ec.(a, f3l. Taking over the 
terminology of Lowdin, (8) will be referred to as the 
super-GHW equation. If the kernels H(a, (3) and <l(a, {:l) 
are L2 so is K«('I, (31 E). Indeed one readily verifies that 

j I K(cv , f:ll E) 12 dO' d(3 ~ C H + E2C t. + 21 E I C H C t. (9) 

showing that K(a, f31 E) is L2 for all E. Hence the super
GHW equation is a classical Hermitian Fredholm equa
tion of the second kind. Its eigenvalues Ai(E) and corre
sponding L2 eigenfunctions gi (0: I E) will depend upon 
the energy as a parameter. Taking the partial deriva
tive of (8) with respect to E, multiplying to the left with 
g* «('I I E), and integrating over a, one obtains a closed 
expresslon for the derivative of the supereigenvalues 

A'(E)= (-)JJgi(aIE)c.(a,f3)gj(f:l IE)da d(3 (10) 
• J Jgt(a I E)gi(a IE) da 

Thus the supereigenvalues are monotonically decreas
ing functions of energy. Each of them will cut the E 
axis in a certain point E j at which the super-GHW equa
tion reduces to 

(11) 

Identifying this expression with the original GHW equa
tion, one concludes that the zeros E j of the supereigen
values Ai (E) equal the GHW eigenvalues while the eigen
amplitudes fiCa) can be identified with gi(O: I E i ). It 
follows from the Fredholm theory thatfi (0'), if L2, is 
orthogonal to all eigenfunctions gj(a i E;l, with if. j, 
of the kernel K(a, ij I E l ). Rewriting (10) at E = E j yields 
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Aj(E;) = (_) (1Iu}lt) 2 (12) 

Therefore, if a solution of the GHW equation is non-L2 
this will be marked by a zero slope crossing of the as
sociated supereigenvalue and the energy axis. The 
shape of the supereigenvalues betrays non-L2 solutions 
of the GHW equation. In order to find Ei one has to 
locate the zero point of Ai (E). This can be done, e. g. , 
by the Newton-Raphson method5 based on the itera
tion of the equation 

E(n+1)-E(n) (Ai(E;n»)) 
i - i - Ai(E\nl) , (13) 

where Ei 0) is an initial guess for E i • Inserting the ex
plicit expressions for Ai(E) and >"f(E) one obtains 

Hence the Newton-Raphson method is equivalent to the 
iteration of the GC energy expectation value of the 
solution of the super-GHW equation. This procedure 
might not be the best one to determine the zeros of 
the super eigenvalues but it has the advantage of being 
closely related to the GC variational principle. From 
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the numerical point of view the replacement of the GHW
equation by the super-GHW equation has the advantage 
that for the latter one, being an Hermitian Fredholm 
equation, accurate quadrature methods exist. Under 
quite general conditions6 on the kernel K(O', (3 I E), error 
bounds for the super eigenvalues can be given. The 
problem of approximate linear dependence, occurring 
in the discretization of the GHW equation due to the 
nondiagonal metric Do. (0' , (3), does not arise at all. 

*Work supported by the Interuniversitair Instituut voor 
Kernwetensehappen, Belgium and the Swedish Institute, 
Sweden. 
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Measure-theoretic representations of the SU(2) 0 SU(2) 
current algebra with PCAC 

Zbigniew Haba 

Institute of Theoretical Physics, University of wrociaw, Wrociaw, Poland 
(Received 27 June 1975; revised manuscript received 15 October 1975) 

The SU(2)~SU(2) current algebra, with scalar fields 'fa <r describing PCAC, is considered. The algebra is 
exponentiated in order to get a group C. These exponentiated currents are represented in the space L! of 
functions defined on S' (Gel'fand-Vilenkin formalism). The unitary representation is described by a quasi
invariant measure J.I. on 5'. Then, the representation of the SU(2)<8lSU(2) current algebra extended by the 
fields can be obtained, with currents and fields defined as self-adjoint operators with a dense invariant 
domain in Hilbert Space. The Gaussian measure J.l.B gives an example of a measure describing 
representations of the SU(2) <8lSU(2) current algebra with conserved currents. Such a theory is 
nonrelativistic (ultralocal). In order to obtain chiral symmetry breaking and PCAC, the Gaussian measure 
is not sufficient and should be modified by the singular interaction factor giving a new measure 
dJ.l.l =limh __ 'l IS exp[-H/(h)]dJ.l.Bl- 1 exp[-H/(h)]dJ.l.B' This model is discussed, and the existence of the 
charges is shown. 

I. INTRODUCTION 

The success of the Gell-Mann-Feynman current 
algebra1 may be treated as a justification of some basic 
principles of the theory. Because of this success there 
is the conviction that currents playa fundamental role 
in hadron physiCS. Furthermore, it has been assumed 
that currents can be treated as the basic canonical 
variables, "coordinates" of hadrons. <,3 In such a case 
our starting point should be the commutation relations 
among the currents, which must be represented in 
Hilbert space. The representation theory of the nonrela
tivistic current algebra has been developed by G. A. 
Goldin4 (see also earlier works"). These representa
tions have found fruitful applications in the statistical 
physics. " It is interesting to investigate current alge
bras, which are relevant in the relativistic theory, al
though some difficulties may appear in this case. 7 

In our earlier papers we have considered representa
tions of the SU(2) current algebra with a c-number 
Schwinger term. The present work deals with a much 
larger algebra admitting the partial conservation of the 
axial current (PCAC), provided an appropriate Hamil
tonian is chosen. We are using exponentiated currents 
and fields cp"a. From the commutation relations of the 
SU(2)C9 SU(2) current algebra extended by fields, through 
the process of formal exponentiation we get the com
mutation relations among the exponentiated currents and 
fields (Sec. III) which form a group C. These com
mutation relations are our starting point for further 
considerations. Unitary representations are described 
by a quasi-invariant measure /.l defined on Sf (Sec. IV). 
If some additional assumptions are fulfilled, we can ob
tain representations of the current algebra (Sec. VI) 
with currents and fields defined as self -adjoint operators 
with a dense invar iant domain in the Hilbert space L ~. 
As an example of a measure, which fulfils all the above 
conditions, we consider the Gaussian measure (Sec. V). 
As is well known, this measure gives also representa
tions of the canonical commutation relations for fields. 
If we want the currents to be constructed from fields in 
a local way and to be conserved, we have to restrict 
ourselves to nonrelativistic theory (we obtain so-called 
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ultralocal theory9,lO In order to obtain PCAC (Sec. VII), 
the SU(2)r2 SU(2) symmetry should be broken. We can 
do it Similarly as in the a-modeI1

•
ll (the linear term is 

sufficient). Then we have to modify the Gaussian mea
sure by the factor exp[f f./.l 2h (x) a(x) dx] = exp[ - Hr(h)) 12 

(ll denotes the cutoff). The cut-off can be removed giving 
a measure Ill' In the Hilbert space L 2 we can define 

"1 
the self -adjoint Hamiltonian, which ensures PC AC. 
We show further that the formal charge (l' = f ~(x) dX 

exists and is the generator of SU(2) symmetry. The 
formal charge Q~ = f A~(x) dx does not exist, but it de
fines a bilinear form, which is the form of an operator 
~. 13 The vacuum is not annihilated by ~. 14 

II. THE CURRENT ALGEBRA 

We consider the usual commutation relations (with 
a c-number Schwinger term) among the vector and 
axial SU(2)~ SU(2) currents 1,3,15: 

[V~(x), V~(y)J = iEabe Vg(x)6 (x - y), 

[Ag(x),A~(y)J = iE" be Vg(x)6(x - y), 

[V~(x), Ag(y)] = iEabeAg(x)6(x - Y), 

[V~(x), V~(Y)]=iEabeV~(x)6(x-y) -iC6abo
k
6(x-y), 

[A~(X), AZ(Y)] = iEabeA~(x)6(X - y) - iCoab(1/i(x - y), 

[V~(x) ,A~(y)] = iEabeA~(x)o(x - y), 

[A~(X), V~(y)l = iEabe A~(xl6(x - y). 

The remaining commutators vanish 

(II. 1) 

(II. 2) 

If we wish to obtain PCAC, we must supplement to the 
currents V~A~ scalar fields cp"a. Here, cp" is the 
pseudoscalar, isovector pion field and a is a scalar, 
isoscalar field. The natural choice of the commutation 
relations among the fields and the currents is the fo1-
following16 ,29: 

[V~(x), cpb(y)] = iE"be cpC(x)6 (x _ y), 

[A~(X), cpb(y)] = w ba(x)6(x _ y), 

[AMx) , a(yl] = - icp"(x)o(x - y), 
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[V~ (x), a(y)] "" [A~(X), a(y)] "" 

"" [V~(X), cpb(y)] = [A~(X), cpb(y)] = O. 

The currents and the fields are operator valued dis
tributions. 17 So, they should be smeared out with test 
functions from 5. We shall use the following notation8: 

3 .. 3 3 3 

Vo(f)=.0 V~(ja), V(g)=.0 .0 V~~), Ao(h)=.0A~(h") 
a::: 1 a=l k;l a:::1 

.......... 3 3 3 

A(q) =.0 .0 A~(q~), (fI(ll =.0 cp"(la) , and 
a:::l k=l a::: 1 

a(b)= J a(x)b(x)dx 

After smearing out with test functions, the current 
algebra (II. 1), (II. 2), (II. 3) takes the form 

[Vo(f), VoW)] = iVo(f Xf / ), 

[Ao(h), A,,(h/)] = zVo(hxh/ ), 

[Vo(f) , Ao(h)] = iAo(f X h), 

[Vo(f),V(g)]""iV(fxg) -iC Jafgdx, 

[Ao(h), X(q)] = iA(hxq) - iC J ahqdx, 

[Ao(h), V(g)) "" iA(hXg), 

[Vo(f) , (fI(!)] = i(fl(f X 1), 

[Ao(h) , (fI(!)] == ia(h·1), 

(II. 4) 

= {exp[iA(q - ~ x (~xq)(cos I h I -l))} 

• {exp[ - zV(h xqsinl~1 )]} 

• {exp[iC / ds J aho (q - hX(hxq) (cos I s~l-l)dx]}, 
o 

(III. 5) 

{exp[zVo(fl]} 0 {exp[iA(q)]}' {exp[ - zVo(f)]} 

=exp[iA(R(f, -Iflii)], 'III. 6) 

{exp[iAo(h)]}' {exp[zV(g)]}' {exp[ - iA,,(h)]} 

= exp[zV(g)] • {exp[i.0 Vk(b x (h Xgk)(cos 1 h 1- 1»]} 
k 

• {exp[-i.0 Ak(J].xgksinlhl)]} 
k 

• {exp[iC.0 J 0kh t ds !tXgk sin I shl ]}, 
k a 

{exp[iV o(f)]} • {exp[i(fl(I)]}' {exp[ - zV o(f)]} 

= exp[i(fl(R(f, - I f 1)1)], 

{exp[iAo(h)]} 0 {exp[i(fl(I)]}' {exp[ - iAo(h)]} 

= {exp[i(fl(l+h(h ·1)(cos I hi -I)]} 

• {exp[ - ia(h·1 sin 1 hi)]}, 

(III. 7) 

(III. 8) 

(III. 9) 

[Ao(h), a(b)] = - i(fl(bh). (II. 5) {exp[iA,,(h)]} 0 {exp[ia(b)]}' {exp[ - Aa(h)]} 

Here (§f~= dkf" (fxq~=EabCfbq~. The remaining com
mutators are equal to zero. 

III. THE EXPONENTIATED COMMUTATION 
RELATIONS 

In order to work with bounded operators, we shall 
consider exponentiated currents. Using the formula 

(expA)B[exp(-A)] 

~ 1 
= .0 -, [A, ... , [A, B]] (III. 1) 

n=O n. ~~ 
n times 

and the commutation relations (II. 5), we get the 
formulas 

{exp[iVo(f)]}{exp[iV o(f')]}{exp[ - zV o(f)]} 

=exp[iVo(R(f,-lfIW)]; (III. 2) 

here R(f, - I fl )fl = fl - ({Xf/) sinl fl - {X ({ Xf/)(COS I fl - I) 
is the rotation of the vector f/(X) around the vector fix) 
(If(x)1 )-1=!(X) by the angle -If(x)l: 

{exp[iVo(f)]}. {exp[iV(g)]}. {exp[ - zVo(f)]} 
1 _ _ 

= exp{i[R(f, - I fjlg + C J ds J of R(f,- 51 f I )g dx]}, 
o 

{exp[iVo(f)]}. {exp[iAo(h)]}. {exp[ - zVo(f)}} 

= exp[iAo(R(f, -I fl )h)], 

{exp[iA,,(h)]} 0 {exp[iA(ql]}' {exp[ - iAo(h)]} 
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(III. 3) 

(I1I.4) 

= exp[ia(b cos I hi)] exp[i(fl(hb sin I hi)]· (m.IO) 

Our formal exponentiation procedure can be justified 
if there exists a dense invariant domain of analytic 
vectors.1S We can treat, however, Eqs. (III. 2)-(111.10) 
as our starting point for representation of the commuta
tion relations (II. 5). Only in our final stage (Sec. vI) it 
is shown that such a domain exists if we restrict our
selves to measures fulfilling some additional assump
tions. The group of all such exponents (III.2)-(III.IO) 
[if the algebra (II. 5) is integrable to a group181 we shall 
call C, and its elements will be denoted 

(9:f,g,h,ii: 1,b) 

= {exp(LY') }{exp[zVo(f)]} 

x {exp[zV(g) ]}{exp[iAo(h) ]}{exp[iA(q)]} 

x {exp[i(fl(l} ]}{exp[ia(b)]}. 

IV. REPRESENTATION THEORY 

(III. 11) 

It is natural to assume in the relativistic theory7 that 
the representation is cyclic under all currents and the 
fields cp"a. From this assumption it follows (see, e.g., 
Ref. 19) the cyclicity under the maximal commutative 
subalgebra K generated by V, X, C{J, a. So, we shall fur
ther assume the cyclicity, 20 and we denote the cyclic 
vector by n. Then, the functiona121 

L(g,q,l,b) 
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• {exp[iCP(l)]}' {exp[ia(b)]}, 0) (N.l) 

is positively definite, i. e. , 

t ~~L(gj -gj ,qj;ttj,l! -lj,b j -bj)~O (N.2) 
j .i.1 

for arbitrary ~,gpqplpb!. 

It is the Fourier transform 22 of a measure Il defined 
on the direct sum of 22 dual spaces 5' 

L(g,q,l,b) 

0= J {exp[i(V, g)]}' {exp[i(X,q)]} 

• {exp[i(cp, l)]}. {exp[i(a, b)]} dll(V, A, cp, a); 

here 
3 3 

(V,g)=~ ~ (V~,~) 
a=1 k=1 

and similarly for X, cp, and we denote elements of the 
direct sum of dual spaces (distributions) by V, A, cp, 
a, correspondingly. So, to each representation of the 
commutative subgroup K of C there corresponds a mea
sure on 5' and vice versa; having the measure Il, we 
can construct the representation of K in the space L ~ 
of square integrable (in Il) functions. Namely, 0 is 
represented by the function 1(·.·) identically equal to 
1 and22 

{exp[iV(g)]}F(V ,A, cp, a) 

= {exp[i(V, g)]}F(V, X, cp, a), 

{exp[iA(q)]}F(V, A, cp, a} 

= {exp[i(A, q)]}F(V, X, cp, a), 

{exp[iCP(l)]}F(V, X, cp, a) 

= {exp[i(cp, l)]}F(V, A, cp, a), 

{exp[ia(b)]}F(V, A, cp, a) 

= {exp[i(a, b)]}F(V, A, cp, a). 

(N.3) 

Now, we would like to solve the problem of whether the 
space L: carries a unitary representation of the whole 
group C. To answer this question we assume first that 
there exists a unitary representation of C in the space 
generated from n by the commutative subgroup K. 
Then, we can find the action of this representation on 
the set of vectors 

~ clik.{exp[zV(gj)]}{exp[iX(qj)]} 
jjkn 

Namely {for example, taking exp[zVo(f)]}, 
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x {exp[iCP(lk)]}{exp[ia(bn)]}n 

=6c1jkn{exp(tV o(f)]}{exp[zV(gl )1} 

X {exp[ - tV o(f)]}{exp[zVo(f)]}{exp[iA(Qj)]} 

x {exp[ - zVo(f)1}{exp[iVo(f)]}{exp[iCP(l)]} 

x {exp[ - zVo(f)]}{exp(tVo(f)]}{exp[ia(b )]} 

x {exp[ - tVo(f)]}{exp[zVo(f)]}n. 

We can now use the commutation relations (III. 2)-
(III, 11) to obtain the transformation of g,q,l, and b. The 
action of exp[zV o(!)] on 0 is undetermined, but this un
known function in L: can be fixed uniquely (up to the 
phase) from the assumption of unitarity. So, we reach 
the following (compare with Refs. 4, 22, 8): 

Theorem I: There exists a unitary representation of 
the group C of exponentiated currents only if there 
exists a measure Il which is quasi-invariant under the 
action of C [Eqs. (III. 2)-(III.I0)]. In such a case the 
representation is given by the formulas (N. 3) and 

{exp[iVo(f)]}F(V, A, cp, a) 

= (dll(f*V, f*X,f* cp; a») 1/2 F(f*V f*X f* a) 
dll(V, A, cp, a) , ,cp" 

(N.4) 

{exp[iAo(h)]}F(V, i., cp, a) 

=( dll(h*V.:. h: X, h* cp, h* a») 1/2F(h*V, h* A, h* cp, h* a), 

dJ.l.(V,A,cp,a) 

(IV,5) 

where dll(h*V,h* X,h* cp,h* a)/dJ.l.(V, i., cp, a) is the 
Radon-Nikodym derivative and the action of f* and h* 
is defined as follows 

(f*V,g)=(V,R(f, -Ifl)g) 

+ C r ds J afR(f, -s If I )gdX, 
a 

(f*A,q)=(A,R(f,-lf\)q\ 

(f*CP,ll= (cp,R(f, -If I )1), 

and 

(h*V,g)=(V,g-~X(~xg)(coslhl-l» 

+ c f ds J ah(~ Xg)(sins I hi) dx 
o 

- (A,~Xgsinlhl), 

(h* X, q) = (A, q - ~X q~ xq)(cos I hi - 1» 

- (V,~XQsinlhl) 

(N.6) 

(IV. 7) 

(N.S) 

(IV. 9) 

1 +CJ dsJah«Q-~X(hxq)(coslshl-l), (N.IO) 
o --

(h*cp,l) = (cp, 1+ ~(~ ·l)(cos I ~ I - 1» - (a, ~1 sin I hi) ,(N. 11) 

(IV .12) 
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From these formulas we can see that the chiral trans
formation generated by h* mixes vector and axial cur
rents, and scalar and pseudoscalar fields. It is so, 
because it is the 0(4)-SU(2)® SU(2) rotation in the six
dimensional and four -dimensional spaces, correspond
ingly. Moreover, the transformation includes a transla
tion by a function similarly to that for vector fields. 

V. AN EXAMPLE OF A QUASIINVARIANT MEASURE 

We shall consider the Gaussian measure. 22 Its 
Fourier transform is given by 

(V. 1) 

where B is a bilinear form. On the cylinder sets Z, 

the measure dl1B is given by the finite-dimensional 
measure 

n 

I1 B(Z)=J dx1·"dxn{exp(- 6 xj(B-1)jjxj )} 
A i,j=l 

(V.3) 

where B jj = B(jj,fj). The Gaussian measure is quasi
invariant under translations, 22 and its Radon -Nikodym 
derivative is given by 22,23,12 

dI1B(rp+/! =exp[-(2(rn K1/21'1+(K1/2t/!)] 
dI1 B(rp) '1', x}1 x' , (V.4) 

where we assume24 that 

B(j,g) = (K;1/2j,g) with (j,g) = J j(x)g(x) dx 

and K;1/2 is an operator in L2(R3). 

We would like to define now a quasi-invariant mea
sure on the space of V, A, rp, a. Because the test func
tions g, q form a basis of the jl = 1, j2 = 1 representa
tion of the group 0(4)-SU(2)® SU(2) 25 and the functions 
1, b a basis of the jl = 1, j2 = 0 representation, we in
troduce the notation 

S¥(x)= {~(X)}fOr t::1,2,3, ~:1,2,3, 
qj(x) for t -4,5,6,1-1,2,3, 

{
la(Xl} for 1l = 1,2,3, 

1"(x) =. ( ) b x for 1l=4. 

As follows from (IV. 6)-(IV.12) the transformation of 
the functions S, T is the composition of an 0(4) rotation 
in the isotopic space and a translation by a rotated func
tion. In order to construct a quasi-invariant (under the 
action of f* , h*) measure, it is sufficient to use invariant 
under 0(4) rotations bilinear forms B(S,S') and B(T, T'). 
They should form a scalar product in the 0(4) represen
tation space. So, we get 

B(S,S';T, T')=B(S,S')+ B(T, T') 

= t t JSf(x)t,,0(x-y)sy(y)dXdy 
i ,j:::l v =1 
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+ 6 J 1"(X)t"T(X - y)1"(y) dxdy. (V.5) 
u=l 

The t" functions should have such a form that the space 
rotations 

T Rgj(X) = RI~(RX), T Rq'l(X) = Rjkq~(RX), 
T R rpa(x) = rpa(Rx), and T Ra(X) = a(Rx) 

(V.6) 

leave the form B invariant. We could also introduce the 
chiral test functions 

iR = (g + q)/2 and gL (g - q)/2. 

Then the rotations (IV. 6)-(IV. 12) would be simple SU(2) 
rotations of gR and gL separately. Finally, let us under
line that in such a space L 2 we have a representation 
of the canonical commutatio~ relations for vector fields. 

VI. RECOVERING OF THE CURRENT ALGEBRA 

We were begining with the current algebra (II. 1)
(II. 3) [or (II. 5)]. But instead of considering its repre
sentations directly, we preferred to deal with the com
mutation relations (III. 2)-(III. 10). In such a way we 
omit some difficult problems concerning the domains 
of definition of the operators forming the algebra. It is 
now much easier to get representations of the algebra 
from the representations of the group C. The currents 
are defined as generators of the corresponding one
parameter subgroups. They are self-adjoint on the set 
of vectors (in general different for different currents) 
on which the following strong limits exist (Stone's 
theorem) 

V(g)F= lim(~xP[it~(g)] - 1 \ F, 
t-O \ 1 "} 

(VI. 1) 

A(q)F= lim (exp[it~(q)] -1) F, 
t-O It 

(VI, 2) 

rp(l)F= lim (exp[it~(l)] - 1 ) F, 
t- 0 It 

(VI. 3) 

a(b)F= lim (exp[ita(l)] -1) F 
t-O it ' (VI. 4) 

VO(f)F= lim (exp[itVo(f)] - 1) F 
t -0 it ' (VI. 5) 

Ao(h)F= lim (exp[it~o(h)] -1) F, 
1-0 '\ zt 

(VI. 6) 

where the action of the subgroups exp(itA) is given by 
Eqs. (IV.4)-(IV.12). NOW, our treatment is quite simi
lar to that in Ref. 4. So, we shall only outline the 
proofs. First of all we state 

Theorem II: 

(a) 

[V(gl)' V(g2)] = [A(ql)' A(q2)] = [V(g),A(q)] 

= [V(g), rp(l)] = [A(q), rp(l)] = [rp(l), a(b)] 

= [V(g), a(b)] = [A(q), a(b)] = 0; (VI. 7) 
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(b) - -[Vo(f), V(g)] = iV(fXg) - iC J af, gdx, 

[Vo(f) , A(q)] = iA(f xq), 

[Ao(h) , V(g)] = iA(h xg), 

[Ao(h), A(q)] = iA(h xq) - iC J ahqdX, 
[V o(f), cp(l)] = iCP(f X 1), 

[Vo(f) , a(b)] = 0, 

[Ao(h), cp(l)] = ia(h, 1), 

[Ao(h) , a(b)] = - icp(h 0 b), 

(VI. 8) 

The formulas are true on each vector, on which they 
have sense. 

Proof: Part (a) of the theorem is obvious. The first 
formula in (VI. 8) has been proved in Ref. 8 (Appendix 
A). It is clear that the next three formulas can be proved 
proved in a quite similar way. So, we only give the 
proof of the seventh formula. Let us consider (the lhs is 
well defined if and only if the strong limits on the rhs 
exist) 

exp[itAo(h)]- 1 
it 

x (exP[p::(1)]-1) F. (VI. 9) 

Because we know the action of exp[itAo(h)] and exp 
[iPCP(l)] from Eqs. (IV. 5) and (IV. 9)-(IV.12) we can 
commute the operators on the rhs of Eq. (VI. 9). We ob
tain then 

= lim lim (exp[iP.cp(l)]- 1 ) 
t~O p~O zp 

x (exp[i~~(h)]-1) F+ lim lim exp[ipcp(l)] 
z t~O p~o 

X ~. ~ {(exp[ipcp(h(h·l )) (cos I thl -1)]} 
1t zp - -

x {exp[pia(~l sin I thl )]- 1)} {exp[itAo(h)]}F. 

The existence of the limit p - 0 follows from the re
quirement that F belongs to the domain of cp and a. It 
is equal 

~ [cp(h(h'l)(cos I thl -1) +a(h-l sinl thl)] 
zt - - -

Now, taking the limit t - 0 we get the result. QED 

From the formulas (VI. 8), using the Jacobi identities, 
we obtain immediately the remaining commutators 
(II. 5) in the form of a commutator with the operators 
from the commutative subalgebra generated by V, X, cp, 
a. So, commuting Vo(f') with (VI. 8), we get 

[V(g), [Vo(f) , Vo(f')]] = [V (g) ,zVo(f x f')], 

[7Vq) , [Vo(f) , VoW)]] = [A(q), zVo(f Xf')], 

[cp(l), [Vo(f) , VoW)]] = [cp(l) , zVo(f X f')]' 
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(VI. 10) 

In other words [Vo(f),Vo(f')]-zVo(fXf') commutes with 
the maximal commutative subalgebra. The same con
clusion is true for Vo(cd+ fl"f') - fl'Vo(f) - a'Vo(f'). Simi
lar statements can be obtained for the axial current 
Ao(h). 

We would like now to construct a common, dense, 
invariant domain D, on which the formulas (VI. 7), 
(VI. 8), (VI. 10) will be fulfilled. Then we can show that 
from the expressions of the form (VI. 10) it follows that 
all the commutation relations (II. 5) are fulfilled on D. 

To construct such a domain D, we must assume the 
following. 

l.Ip(su ... ,sa :l" ... , ts:V" ... ,1'y:W" ... 'U'5) 

Xd/L(V, X, cp, a) < 00, (VI. 11) 

for all polynomials P. Here, we denote 

Si=(V,gi)' li=(A,qi)' l'i=(CP,lj), U'j=(a,bi )· 

If we want the cyclic vector Q = 1 to belong to this 
domain, we must assume the following. 

2. The strong limits 

11m- ", -1 . 1 [(d/L(tf*V tf*i.. tf*cp a)) 1/2 J 
t~O it d/L('fi,X,cp,a) 

and 

. 1 [(d/L(th*V th*X th*cp th*a)) 1/2 J 11m - .'" -1 
t~O it d/L(V ,A, cp, a) 

exist. 

We take4 as the domain D the set of all functions !3(s 1, 

••• ,Sa :tu •.. ,tS:Vu ... ,Vy :WU .•• ,W5), which are 
infinitely differentiable and polynomially bounded. It 
can be shown4 that the functions 13 form a dense set in 
L ~ and belong to the domain of definition of V, X, cp, a. 
In order to check that the f3's are in the domain of Vo(f) 
and Ao(h) we have to show that the limits (VI. 5) and 
(VI. 6) exist on 13. We denote the action of the subgroups 
exp[itVo(f)] [(IV.4)] and exp[itAo(h)] [(IV. 5)] on the argu
ments £f f3 bt f3 tf and 13t h. corresp. [i. e. , ,!3th(V, X, cp, a) 
= f3(th*V , th* A, th* cp, th* a)]. Then the limits (VI. 5) and 
(VI. 6) can be divided into three parts, e. g. , 

The limit of the first term exists because the functions 
13 are differentiable. The limit of the second term exists 
by the assumption 2. The last limit equals zero. The 
explicit computation of (VI. 13) gives the result 
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,£>., 1 0{3 - - ~ 1 0{3 - -
= u--(V fxg.)+ 6- - (A fxq) 

j=1 i OSj , J j:l i otf ' j 

+ i= ~ ~ (cp, f Xl) + C ~ t f afgj dx ~ 0!3 
j=11 OVf 1 f=1 uSj 

1 --+-;- i'df(V ,A, cp, 0')13, 
1 

(VI. 14) 

where 

i'vJ!(V ,A, cP, a) 

. 1 ~(dJJ.(tf*V,tf*A,tf*cp,a)) 1/2 J =hm - _ _ -1 , 
t~O t dJJ.CV),A,cp,a) 

(IV .15) 

and similarly 

(VI. 16) 

where 

}\.P(V, A, cp, a) 

. 1 [~'dJJ.(th*V,th*i.,th*cp,th*a)~ 1/2 J =hm- _ _ -1 . 
t~O t dJJ.(V, A, cp, a) 

(IV. 17) 

Now, we come back to Eqs. (VI. 10) and we can state 

Theorem III: The commutation relations (II. 5) are 
fulfilled on D. 

Proof: Some of the commutation relations (II. 5) were 
proven already in Theorem II. It remains to show that 
from the relations of the form (VI. 10) there follow the 
corresponding relations (II. 5). The proof goes quite 
similarly as in Ref. 4. Let us take for example the 
operator R= [Aa(h) , Ao(h')]- iVo(h xh'). Because of Eqs. 
(VI. 10) and the assumptions of cyclicity it is sufficient 
to prove that Rn=o. Using Eqs. (VI. 14)-(VI. 17), we 
can check that Rn is a real function. But R+ = - R, so 
an should be purely imaginary, which implies Rn = O. 
In the similar way we prove the remaining relations. 

QED 

The generators of space rotations and space transla
tions are also defined on the functions J3 and they are 
given by the formulas 

(VI. 18) 
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(VI. 19) 

They are self-adjoint if and only if the measure JJ. is 
invariant under space translations f(x) - fix + a) and 
space rotations (V. 6). 

VII. UL TRALOCAL MODEL OF THE SU(2) <9 SU (2) 
CURRENT ALGEBRA 

Up to here we were dealing only with general features 
of the representations of the SU(2)~';: SU(2) current al
gebra (II. 5). For more concrete considerations we 
should choose a measure fulfilling all our requirements. 
Then we have to construct Hamiltonian in order to in
troduce time into the theory. We expect that similarly 
as in field theory26 this Hamiltonain is uniquely deter
mined by the measure JJ.. Also the conservation or non
conservation of the currents V:, A: depends on the 
choice of Hamiltonian, and so on the choice of the mea
sure JJ.. Because of the physical sense of the current 
algebra (II. 5) describing the SU(2)31 SU(2) symmetry, 
we require the conservation of the vector current V~ 
and the partial conservation of the axial current A~ 
(PCAC). The axial current should be conserved in the 
limit when symmetry breaking interaction disappears. 
It is clear that the programme we have outlined is dif
ficult to perform. The difficulties, which arise here, 
are the same as in constructive field theory. In Sec. V. 
we have shown that the Gaussian measure fulfills the 
requirements of describing a representation of the 
SU(2)31 SU(2) current algebra (plus the fields qf'a). So, 
we will start here, similarly as in the constructive field 
theory24,27 with the Gaussian measure. 28 In the space 
L 2 the representation of the canonical pair of the field 
v;!iables can be constructed 

exp[iCP(j) ]F(cp) = exp[i(cp ,j)]F(cp) , 

exp[irr(j)]F(cp) = (~~:~~~ f)) 1/2F (cp + f). 

Using (V. 4), we obtain in our case 

V~~').s(s, t, v, w) =(V~,gt)i3(s, t, v, w), 

1 ,£>., ilB 
Ilh~').s(s,t,v,w)=-;- u-~- (gik'g'k') 

1 L=luSL 

(no summing over a, k), 

A~(q%,)i3(s, t, v, w) = (A~,q~')J3(s, t, v, w), 

1 ~ a (3 
Il~k(q~'){3(s,t,v,w)=-.- 6 -;--t (q'i-k'~') 

1 L =1 U L 

(VII. 1) 

(VII. 2) 

(VII. 3) 
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q;a(la'){3(s, t, V, W) = (q;a, la'){3(s, t, V, w), 

1 y 

na(la'){3(~ t v w)=-6~(Za la/) 
, '" i Ld oVL L' 

1 
_-:-(cpa, 1l~/2la'){3(s,t,v,w), 

l ., 

and 

a(b'){3(s, t, v, 1/') = (a, h'){3(s, t, v, w), 

1 ~ d,G 
TI(b'){3(s,t,v,w)=-:- u -~ -(bL,b') 

l L~l uWL 

-~(a, 1l;/2b'){3(s,t,v,w), 
l 

For relativistic vector fields 
3 

B(gu g2) = I; 
a, t ,j;::1 

(VII. 4) 

(VII. 5) 

This form can be diagonalized and we can find K yx ' 
Eq.(V.4) (or Ky(k) in the momentum space). However, 
if Ky(h.; depends on k, Kyx is a nonloca1 operator and 
the currents (VI. 14) and (VI. 16) are nonlocal functions 
of the fields. In such a case we are not able to construct 
the Hamiltonian, which will ensure the conservation of 
currents. So, we omit the "gradients" k j in (VII. 6) 
getting an ultralocal theory9,lO with the bilinear form 

B(g,q, 1, b;g' ,q', 1', b') 

= rc f g(x). g'(x) dx + fC f q(x)q(x) dx 

+~ fl(X)'1'(X)dX+~ f b(x)b'(x)dx. 
Ilo Ilo 

(VII. 7) 

In such a case we find quite similarly as in Ref. 8 that 
the currents V, A are expressed in terms of fields in the 
following way: 

where 

iixv=~ IIkXVk, (j·n=dk·IIn , 
k=1 

Ao(h) = (fiyXA)(h) + (llA xY)(h) - (aII)(h) 

+ (Ucp)(h) + C(a .ITA)(h). 

(VII. 8) 

(VII. 9) 

It is known that the current algebra with c-number 
Schwinger term [Eqs. (II. I) and (II. 2)] is closely con
nected with the Yang-Mills theory. 1,29,30 It is a basis 
of the vector mesons dominance in Ref. 30. In this case 
the currents are expressed by the canonical Yang-Mills 
field variables. In another approach29,3 a noncanonical 
current theory is obtained as a limit of the Yang-Mills 
theory. In Ref. 8 we have shown that (when the fields 
cpa, a are absent) we get our currents expressed by fields 
in the same way as in the Yang-Mills theory. We have 
now a similar situation. Let us take the Yang-Mills 
fields and q;a, a fields with the Lagrangian16 (which com
bines the features of the a-modelll and Yang-Mills 
theory) 
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L= ~ -i(o"vv-ovv"-gov"Xvv-goa,,Xav)2 
l.L ,v=o 

3 

X ~ - i(o "av - 0va~ - gov" xav + govv X a,..) 2 

t.L ,v=O 

2 3 

+ tm2 ~ (v/ + a/) + t ~ (a" a-gocp. a,,)2 
/.1.::;0 u=o 

3 

+ t ~ (d"cp -gov" XqJ+ go/ra· a~)2 
l.L=o 

(VII. 10) 

Writing the Lagrange equations and omitting terms 
proportional to go2, we get from these equations the 
formulas (VII. 8) and (VII. 9) for Vo(f) and Ao(h). These 
considerations suggest the form of the ultralocal Hamil
tonian. We obtain it omitting some terms in the Yang
Mills Hamiltonian. Namely, we omit self-interaction 
of the Yang-Mills fields and terms with spatial deriva
tives. We get 

H(a) = t J {:IT y ' ITy:(x) + : ITA' ITA: (x) 

+ (1/C):Y 'Y:(x) + (1/C):A' A: (x)}dx 

+~ J {: II' II: (x) + :TI • II: (x) 

+ 1l0
2

: qJ' qJ:(x) + 1l 0
2 :cr:(x)}dx 

- /. Ilo 2 J a (x) a(x) dx. (VII. 11) 

The operator H(!"i) written above needs some explana
tions. The Gaussian measure describes the Fock repre
sentation of the canonical commutation relations. 31 It 
is known32 that the operator H(!"i) can be defined in the 
Fock space and is self-adjoint if and only if f !"i2(X) dx 
< co. For this purpose we have introduced the cutoff, 
which must be removed in order to obtain the partial 
conservation of the axial current (PCAC). Just the last 
term breaks the chiral SU(2)~ SU(2) symmetry and gives 
PCAC. Using the canonical commutation relations and 
taking the formal limit 'Y - 1, we get 

[H, V~(x)] = - iOk V~(x), 

[H,A~(x)] = - iOkA~(x) - if,Il~q;a(xl. 

So, after introducing 

V~ (x, t) = [exp(iHt)] • V~ (x) • [exp( - iHt)], 

A~ (x, t) = [exp(iHt)] 'A~ (x)· [exp(- iHt)], 

cpa(x, t) = [exp(iHt) jq;a(x)[ exp( - iHt)] , 

a(x, t) = [exp(iHt)]· a(x) • [exp( - iHt)], 

we get 

a" ~ (x, t) = 0, a" A~ (x, t) = f.Il~q;a(x, I). 

(VII. 12) 

(VII. 13) 

In order to represent H [H=lim"~lH('l')] and the rela
tions (VII. 12), (VII. 13) in Hilbert space we must have 
non-Gaussian measures. We apply here the standard 
methods of constructive field theory. 24,12,27 First, let 
us notice that H(alQ, = H(a)l *" 0 and we have to construct 
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the physical vacuum state S1", which equals17 [J a 2 (x)dx 
< 00] 

n" = exp[if1(f. alS1] = exp(- !./-Lo(o, a) - (f.!2/-Lo)(a, all, 

(VII. 14) 

then 

H",S1", =0. 

The functional 

L(g,-q, 1, bl 

= (S1"" {exp[zV(g)]}' {exp[iA(q)]} 

x {exp[ilP(l) ]}{exp[io(b 1 ]}S1 "') 

= {exp[ - (..fC/ 4lg, g)]}' {exp[ - (..fC/ 4)(q;ql]} 

• {exp[ - (1/4/-Lo)(1,1)]} 

x {exp[ - (1/ 4/-Lo)(b, b)]}' {exp[ - i!.(b, a)]} 

defines a new measure, which equals - -d/-L",(V ,A, lP, 0) 

_exp[-2!!T/lQ(o,a)] --
- exp[ U.I /-LQ)(a, c;)] d /-LB(V, A, lP, 0). 

(VII. 15) 

(VII. 16) 

(VII. 17) 

Now, the limit12 O! - 1 of the functional L", [(VII. 16)] 
exists 

L1 (g, q, 1, b) = {exp[ - (..fC/ 4)(g, g)]}{exp[ - (..fC/ 4)(q, q)]} 

x {exp[ - (1/ 4/lo)(l, l)]}o {exp[ - (1/4 /-Lo)(b, b)]} 

x {exp[ - if. J b(x) dX]} (VII. 18) 

and defines a new measure, which can be considered as 
the limit (in the weak sense) 

d/-Ll(V, A, lP. 0) = 

_. exp[ - 2f,/-Lo(o, al] ...... 
-hm l(F/)( )]d/-LB(V,A,lP,o). 

",~l exp J. /-Lo a, a 
(VII. 19) 

It can be shown that the measure d/-L1 is also quasi
invariant under the action of f*h* [(IV. 6)-(IV .12)] and 
its Radon-Nikodym derivatives are (see the proof in 
P( q»212) ... ... 
d/-Ll(f*V, f* A, f* lP, 0) 

d ...... 
/-Ll(V ,A, lP, 0) 

= {exp[ - 2..fC(V, at)]}{exp[ - C3
/
2(af, at)]}, 

d/-L1 (h*V, h* A, h*lP, h* 0) 

d/-L1(V, X, lP, 0) 

= {exp[ - 2-vG(X, ab)]}. {exp[ - C3
/
2(ab, ab)]} 

x{exp[-2f,/-Lo(o,cos[h[-1)]} 

• {exp[ - 2f,/-Lo (lP,h sin [h [ )]}. 

(VII. 20) 

(VII. 21) 

We can take as the Hamiltonian the operator H = 
= f a;n(k)ain(k) dk, where the asymptotic fields are de
fined in Ref. 32. It can be considered as a limit24 a - 1 
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of H(a) - (S1,H(a)n). This shows that in L 2 the operator 
H=lim"'~lH(a) is well defined and self-adj~int (and 
HS11 = 0). So, the relations (VII. 12) and (VII. 13) are 
fulfilled (H is defined on D). 

On the basis of this simple model we are going to 
investigate the chiral symmetry breaking. As the first 
consequence we get a nonzero vacuum expectation value 
of the field 0 

(S11,O(b)S11)=Hd~ (S1 l> exp[iSO(b)]S11)L~o 

= - f. f b(x) dx 

So, 

(VII. 22) 

(VII. 23) 

In the language of Feynman diagrams this effect gives 
the tadpole graphs (Ref. 1). We would have the "sponta
neous" breaking of chiral symmetry if we had intro
duced the interaction A(lP2 + 02)2 (Ref. 1) into the Hamil
tonian (VII. 11). Let us notice that because of the change 
of the Radon-Nikodym derivative (VII. 21) the form of 
the current Ao(h) [(VI. 16)] is changed. However, the 
expressions of the currents in terms of fields (VII. 8) 
and (VII. 9) remain unchanged, because the changes of 
A~ and 0 compensate one another. Let us consider the 
charges 

(l" = J V'6(x) dx and Q~ = J A~(x) dX. (VII. 24) 

Their existence depends in a crucial way on the Radon
Nikodym derivatives of the measure in Eqs. (IV. 4) and 
(IV. 5). If there exist the pointwise limits ha - 1, f" - 1 
of the Radon-Nikodym derivatives, then the charges 
(VII. 24) exist. This condition is fulfilled for the Gaus
sian measure and even for every measure, which is 
invariant under SU(2)81 SU(2) rotations (because ab, af 
- 0). If the measure /-L is not invariant under SU(2) 
(9 SU(2) rotations, then the cyclic vector (vacuum) S11 
= 1 is not invariant under chiral SU(2) 0 SU(2) transfor
mations. We cannot change the vacuum S11 = 1 because it 
is fixed by the condition HS11 = O. In our case, as can be 
seen from Eqs. (IV. 4) and (VII. 20), the limit f" -1 of 
the Radon-Nikodym derivative (VII. 20) exists and 
limf"~ 1 (l"(Ja) = Q" defines the self -adjoint charge, which 
is the generator of SU(2) symmetry. The vacuum is 
invariant under SU(2) transformations 

(VII. 25) 

When cutoff is present, the pointwise limit ha -1 of 
the Radon-Nikodym derivative (VII. 21) also exists and 
defines the self -adjoint charge (fs. 

We have quite different situation after removing of 
the cutoff. Let us compute the matrix elements of 
exp[iAo(h) ]; 

(Fl> exp[iAo(sh)]F2) 

= (exp[iA(ql)] exp[iV(grl] exp[ilP(11)] 

xexp[io(b1)]S1l> exp[iAo(sh)] exp[iA(q2)] 

x exp[zV(g2)] exp[iq1(l2)] exp[io(b2 ) 1S11 ) 
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= ({exp[iA(ql - Sh*(2)]}{exp[iV(gl - Sh*g2)]} 

x {exp[ifP(ll - sh*12)]}{exp[ia(b l - sh* b2)]}nU 

{exp[iAo(sh)]}nl) 

(VII. 26) 

The matrix elements (VII. 26) can be computed, and we 
obtain 

(F!, exp[iAo(sh) ]F2) 

= {exp[ - (vC/4)(gls,2,gt,2)]}{exp[ - (vC/4)(qf,2,Qt,2)]) 

x {exp[ - (1/ 4~o)(IL2' I1,2)]}{exp[ - (1/ 4~o)(bt2' b!)]} 

x {exp (- if. j bf ,2(X)(t + t cos I sh I) dX)} 

x {exp (- zf. j If ,2(X) b(x)t sin I sh I dx )} 

x {exp( - lfr 1/211) j (1 - cos I sh I) dx)}, (VII. 27) 

Let us formulate our results in the form of a theorem: 

Theorem IV: (a) The strong limit exp(isQ") = lim!".! 
exp[is vg(ja)] exists and defines the self -adjoint charge 
Qa, which is the generator of SU(2) symmetry leaving 
the vacuum invariant. 

(b) The strong limit of exp[isAo(h)] does not exist. 
The weak limit is equal to zero. 

(c) The weak limit of Ao(h) does not exist, but the 
bilinear form 

lim (F,Ag(h)F') = fl's(F,F'), F, F' E D, 
h·! 

defines a symmetric operator fl's(F, F') = (F, fl'sF'). 

(d) Q~n! '* O. 

Proof: (a) This statement follows from our previous 
considerations. 

(b) From Eq. (VII. 27) we can see that when h-l 
(F, exp[iAo(h)]F') - 0 for F, F' E D and the sequence 
exp[isAo(h)]F' is bounded. So, exp[isAc(h)] tends weakly 
to zero. 33 Of course, the strong limit of exp[isAo(h)] 
cannot be zero: therefore, it does not exist. 

(c) Let us take 

F=6a iFj, F'=6 c i 11, 

where F{, 11 have the form of exponents similar as in 
the expression (VII.26). We shall use a technical as
sumption j [l(x) dx = 1, it does not reduce the set of 
vectors F because fP(!) is linear in 1. Equation (VII. 27) 
can be written in the form 

= 6 aici{exp[( - if.!2)j bi,i (1 - cos I sh I )dx]} 
i ,J 
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x{exp[(-f.!2~o)J (1- cos Ishl )dxH 

x {exp(-if.t jlL!tsinlshldx)} 

x (F, exp[is Ac(h) ]freeF'), (VII. 28) 

where exp[isAo(h)]free means that the action of 
exp[isAo(h)] is the same as in the case without interac
tion' i. e. , we use the Radon-Nikodym derivative of the 
Gaussian measure. We denote by exp(ir

j
) the phase 

factors depending on j. Further we introduce the vector 
fh = L,J cJ exp(ir)F~, differentiate both sides of (VII. 28) 
over s, and put s = O. We then get 

(F,Ao(h)F')= - 61f.( J IJhdx)ai F{,F' 
i ,j 

(VII. 29) 

Now, the limits h -1 of both terms of Eq. (VII. 29) 
exist [the existence of the limit of the second term can 
be shown similarly as in (a)]. Using our assumption 
f Z;(x) dx = 1 and denoting 

Q;(F, F') = lim (F,Ao(h)F'), 
h·! 

we get 

(VII. 30) 

The condition (VII. 30) is necessary and sufficient13
,33 

in order to define the operator Q~ 

(F; fl's, F') = Q~(F, F') 

(d) follows immediately from Eq. (VII. 29) QED 

The part (d) of the theorem gives an illustration of 
the Coleman theorem. 14 We are not able to prove that 
fl's is self-adjoint. This is a difficult problem.!3 So, we 
do not know whether fl's is the generator of the chiral 
symmetry or not. Comparing our results with Ref. 13, 
we can see that the situation (concerning the charges), 
which we have is much better than in general relativistic 
QFT. This is due to the ultralocality and simple form 
of the interaction. 

VIII. FINAL REMARKS 

We were considering the problem of representations 
of the SU(2)i9 SU(2) current algebra with c-number 
Schwinger term and with additional fields needed for 
PCAC. All the representations are described by a 
quasi-invariant measure. So, a difficult problem 
appears to be finding such measures and answering the 
question, which current theories admit the c-number 
Schwinger term. Each such a representation should 
give important information about properties of the 
theory of currents. Finally, we would like to emphasize 
that the ultralocal theory has arisen in our case because 
of the use of the Gaussian measure. There should exist 
measures giving nontrivial relativistic theories e. g. , 
the measure describing the Yang-Mills fields. 29 
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Stochastic processes are constructed from the trajectories of mutually independent particles subject to a 
central potential. and their characteristic functional is given. For a wide class of such processes. time 
dependence of the correlation function is found to follow a power law. Particular attention is paid to finite 
memory processes whose distribution function is a Dirac 8 distribution. and an example of 8' correlated 
processes is also given. 

1. INTRODUCTION 

We introduce a class of stochastic processes con
structed from the trajectories of mutually independent 
particles subject to central forces. These processes 
generalize the Holtsmark process1

,2 stochastic model 
for the microfield in an (electric or gravitational) 
plasma. 

These processes are defined in Sec. 2; as for 
Gaussian processes, the analytical expression of the 
characteristic functional (and, consequently, of the 
joint probabilities) can be written explicitly. 

Considering the similarity properties of certain 
trajectories, Sec. 3 shows that the time dependence of 
the correlation function of some processes is given by 
a power law, or, in particular cases, by a Dirac dis
tribution ("pseudo white noises"). 

One of these white noises is more thoroughly studied 
in Sec. 4. In the contrary of Gaussian white noises, the 
time derivative of its samples is almost surely finite in 
any finite interval. It is also interesting to note that a 
stationary particle distribution may lead to non
stationary processes. 

Finally, Sec. 5 studies a family of processes con
structed from the trajectories of independent charged 
particles in a Coulomb potential. A vector valued 
pseudo white noise is obtained when Ca, total energy per 
particle, is zero. In small or large C a limit, it is shown 
that the statistical properties of these processes do 
not converge uniformly towards the statistical properties 
of the limiting processes, i. e. , pseudo white noise and 
Holstmark process. Several results of this section are 
useful for the treatment of ionic lines emitted by a 
plasma. 

2. DEFINITIONS 

In the n-dimensional Euclidean space lRn , we consider 
an infinite set {i} of identical point particles without 
mutual interactions subject to a central potential. The 
trajectories of the particles are determined by the ini
tial positions and velocities. This system is randomized 
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by distributing identically and independently the initial 
positions and velocities. If only stationary and isotropic 
systems are conSidered, it is well known 3 that the dis
tribution function is an arbitrary function of the energy 
per particle 

(2.1) 

where r (modulus r) and v (modulus v) are the position 
and velocity of the particle and V is the central poten
tial. Hereafter, we always consider particles with the 
same energy C a; thus, the stationary distribution func
tion is of the form 

c 
j(r,v)=41T 6(C -Co), (2.2) 

where C is an arbitrary constant and 6 the Dirac dis
tribution. With r and v variables, Eq. (2.2) reads 

j(r, v) = 41Tl~(r) 6(v - w(r)) I 
w(r) = {2[co - V(r)]y/2 

j(r,v)=O 

ifCo-V(r»O, 

ifCo-V(r)<O. 

(2.3) 

(2.4) 

On the above-defined random set, we may construct 
the stochastic processes 

M(t) =6 m(r tW, vi(t)), 
i 

(2.5) 

where the summation is over the particles of {i} and m 
is a given real function of rand v. These processes are 
indefinitely divisible4 because the random functions 

(2.6) 

are mutually independent and identically distributed. 

More precisely, we define iVl(t) as the limit of a pro
cess MR(t) constructed as follows. Let (5 n ) be the 
hyper sphere of radius R centered at the origin. The 
process MR(t) is obtained by restraining the summation 
in (2. 5) to the only particles present at a given time 
t=O in the sphere (5 n ). 

At this initial time, the number N of particles in the 
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sphere is distributed according to the Poisson law, 

PR(N) = (iv;/N! )exp(-NR), (2.7) 

where NR is the average number of particles in (S), 
given by 

(2.8) 

Note that the probability distribution of a given particle 
in the sphere (Sn) is 

PR(r,v)=!(r,v)/NR. (2.9) 

The process AI R(t) may be characterized by it charac
teristic functionaP 

(2.10) 

where Z(t) is a real distribution and the average is 
taken over the initial distribution of particles in (S"). 

By definition of the process MR(t), we get 

KR(Z(s)h t PR(N){(exp[ir~ Z(s)m(s)ds]>R}N, (2.11) 
N=O _00 

where ( 0> R denotes an average over the distribution P R 

[Eq. (2.9)]. Then, using Eqs. (2.7)-(2.9), we obtain 

logKR(Z(s)) = 

- J d"r J d"v !(r,v){I-exp[ir~ Z(s)m(s)ds]}. 
(S ) _~ 

" (2.12) 

Finally, the characteristic functional K(Z(s)) of the 
limiting process M(t), limit of KR(Z(s)) for R-oo, is 
given by 

10gK(Z(s)) = - J dnr J d"v !(r, v){l - exp[i (~ Z(s )m(s) ds ]}. 

(2.13) 
Note that (2.13) includes the multivariate probability 
distribution P(Mu t1 ;· •• ; M

k
, t

k
), Fourier transform of 

the characteristic functional of Z(t)=Z,;ol zjo(t - t). 

3. SIMILAR TRAJECTORIES AND CORRELATION 
FUNCTIONS 

The aim of this section is to analyze the consequences 
of certain similarity properties of trajectories. First, 
let us look at the simple case of particles describing 
straight lines in JR" with constant speed v. The motion 
can be written in the suitable basis of JR2 

d
2

p =0 (0)=(1) dP / =(COSCl') (3.1) 
d-r ,p 0' dT ToO sinO" 

where T=vt/r(O) and p(T)=r(t)/r(O). Equation (3.1) 
clearly shows that P depends on t and r(O) through the 
only ratio t/r(O), and this result is also valid for any 
quantity constructed from p and dp/ dT, particularly for 
any angle related to the trajectory. 

Now consider two real functions, m and m', of the 
form 
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m(t) = r'(O)rp(p, ~~) , 

m'(t)=r"(O)rp'(p, :: ) , 
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(3.2) 

where p and q are real numbers and where rp and cp' 
only depend on t and r(O) through p( ,) and its deriva
tives; let us calculate 

r(t)= 6 (mi(O)m'/t) , (3.3) 
i,j 

where the average is taken over the initial (homogeneous 
and isotropic) distribution of particles; asst:ming (ml(O) 
is zero and using the particle independence, we obtain 
an expression of the form 

r(t)= r da r drr"- I r'r"8(tlr, a), (3.4) 
o 0 

where the integration variable r stands for r(O); then a 
simple change of variable, and the use of time and 
angle symmetries, lead to 

r(t) = EAtP+.+" , (3.5) 

where E may be either 1 or sgn(t). Thus, if the constant 
A is neither zero nor infinite, the time dependence of 
r(t) is given by a power law. 

For example, let us take for m and m' the components 
of the Coulomb field r(OI r 3 (t) in lR3 (Holts mark 
process l

•
2
), corresponding to p = q = - 2 and n = 3: from 

Eq. (3.5) we immediately recover the Taylor's result6 

(3.6) 

We can also look for a "pseudo white noise" ,"vI(t) in lR3 

such as 

j~t ds(M(O)M(s) = W(O) t ,'\I1(s) ds) =AI sgn(t). (3.7) 
o 

If /m(s)ds is of the form m'(t) of (3.2), p and q 
o 

must necessarily satisfy q = p + 1 and p + q + 3 = 0, which 
gives p= -2; but, using (3.5), we find that the autocor
relation function of processes corresponding to p = - 2 
is proportional to it 1-1; in fact, if Al is finite in (3.7), 
A vanishes in (3.5) and a more complete analysis of (3.4) 
shows that the autocorrelation function of lvl(t) is really 
a Dirac distribution. Section 4 studies an example of 
this case, the scalar pseudo white noise JH(t) = (rt/ rlt) 

(L;ih(tl]-I). 

Considering again particles in JR", let us look now at 
the more general problem of trajectories in the central 
attractive potential 

V(r) = _ r-2a , (3.8) 

where a is a positive number. Among them, it is easy 
to see that trajectories that correspond to zero energy 
show similarity properties analogous to the preceding 
ones. Indeed, since the speed is determined at each 
point, v(r) = 21

/
2r-a, the equation of motion can be 

written in lR2 

rJ2p ap(T) (1) rip I (cosa) 
dr2=-[p(T)]2{a+1) , p(O)= 0' d7<oo= sina' (3.9) 

where T= 21
/

2 t/[r(Or+ l
] and p( ,) = r(t)/ r(O). Proceeding 

in the same way as for the straight line traj ectories, 
and USing expression (2. 3) for the initial distribution of 
particles, we get an expression of the form 

r(t) = r dO! r drr"- I r'r"r-a8(t/ 1"+1, a) (3.10) 
o a 
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for the correlation function r(t) defined by (3.3); inte
grating, we obtain a power law again, 

r(t) = EAt(p+q+n-a) / (,,+1) • (3.11) 

As for the straight line case, let us look for a pseudo 
white noise constructed from particles in :IR3

• In order 
to satisfy (3.7) and (3.11), we must have q=p + a+ 1 
andp+q+3-a=0. So, for any a, we find the same 
result as for straight line traj ector ies, i. e. , p = - 2. 
Section (5) will analyze a vector valued pseudo white 
noise of this type, the random field M(t)=Zi rj(t)/r;(t), 
where the rj(t) are parabolic trajectories. 

Concluding this section, let us make some remarks 
about the correlation functions (3.5) and (3.11). First 
we note that this power law time dependence is asso
ciated with a quite large class of processes since it 
involves four free parameters characterizing the cor
related functions, the dimension of space, and the 
central potential. Second, it is easy to see that the 
variance of these processes is infinite. Third, it may 
be interesting to consider linear stochastic equations 
whose random coefficients are of the form Zimj(t). In
deed, in the small Kubo number 7

,8 limit, we know that 
the correlation function of the coefficients plays a main 
role in the average solution of these equations; if r(t) 
is not integrable for short times (i. e., if p + q + n + 1 
~ 0), the Bourret equation9 cannot be used, but one may 
look for an approximate average solution by modelizing 
the coefficients with suitably correlated Kangaroo 
Processes. The justification of this method is given in 
a particular case in Refs. 10,11. 

4. A SCALAR PSEUDO WHITE NOISE 
In this section, we exhibit a fir st example of those 

o-correlated stochastic processes foreseen in the pre
ceding section. 

Let {i} be a set of free particles in :IR3
, describing 

straight line trajectories 

r;(I)= rj(O) +Vjt, 

and initially distributed according to 

fir, v) = do(v - 10)/ 47TW2
, 

(4.1) 

(4.2) 

where d is the uniform density, 1V the speed (common 
to all particles) and 0 the Dirac distribution; in Sec. 2 
we recalled that such a distribution is stationary. 

The "scalar pseudo-noise" ;VI(t) is defined by 

(4.3) 

where 

u(t) = ~ r:;I(t) , (4.4) 

is the Coulomb potential of the particles at the origin. 

Let us look at some statistical properties of this pro
cess, and first to its mean. Integrating M(t), we ob
obtain 

< t M(s) ds) = WU) - U(O», (4.5) 
o 

where < 0) denotes an average over the distribution of 

1288 J. Math. Phys., Vol. 17, No.7, July 1976 

particles at time t= O. In the rhs of Eq. (4.5), the an
gular average may be done as follows: One particle 
situated in r with a random isotropic speed direction at 
time t=O is, at time t, uniformly distributed upon the 
sphere whose center is r and radius wt: thus, the 
angular average of the particle potential at time I is 
either (wt)-1 (if the origin is inside the sphere) or y-' 
(if the origin is outside); applied to Eq. (4.5), this 
result gives 

(4.6) 

M(t) being defined as a limiting process (see Sec. 2) 
we can commute averaging and time derivation in the 
lhs of (4. 6), obtaining 

(4.7) 

Although the particle distribution is stationary, we see 
that M(t) is not stationary and that its definition must 
include the "initial" time when the average over the 
particle distribution is taken. This result must be 
interpreted in terms of processes MRU) of Sec. 2: 
clearly, the average potential of particles initially in 
a sphere (5 n ) is a decreasing function of time because 
these particles are more and more distant; Eqs. (4. 5)
(4.6) show that this decrease does not reduce to zero 
in the limit R ~ 00, because of the dominant effect of 
distant particles. 

Now look at the moments of the zero mean process 

(4.8) 

It is easy to see that these moments can be expressed 
in terms of quantities of the form 

Q~ (t 1> • • • , t k) = JR r dr r d CY sin CY 11/ (t j) X· • 0 X III (t k) , 
o 0 

(4.9) 

where 

(4.10) 

and where k is at least two. In the limit H - cO, the 
Q% are stationary because, for any h, the change of 
variable r'=r+vh only modifies the integration of (4.9) 
in a shell of radius R and thickness 2 wll, whose con
tribution gives zero in the large R limit, for Ie ~> 2. 
Thus M'(t) is stationary (in the sense that all its mo
ments are invariable in a time translation): Af(O appears 
as the sum of a drift term - (47Td/3)w2t and of a 
stationary stochastic process AI'(t) whose main statisti
cal properties will be studied now. 

First, consider the covariance 

nt) = (111'(1 + t')]I,I'(('» = (;11(t)AI(O» , (4.11) 

and calculate its integral 

r 1 (t) = P (M(s )iI1(0» rls. (4.12) 
o 

From equations (4.1)-(4.4), rj can be written explicitly 

Brissaud, Leorat, and Mazure 1288 



                                                                                                                                    

r 1 (t) = - 21TW d 1"" ds fda sina cosa(s2 + f + 2st cosa)"I/2. 
o 0 

Integrating, we obtain 

r 1 (t) = 21TW d sgn(t), 

or, equivalently 

r(t) = 41TW dB(t). 

Now, let us stress two interesting points. 

(4.13) 

(4.14) 

(4.15) 

First, the covariance of M(t) is a Dirac distribution; 
this result may seem strange because the memory of 
the process is clearly finite (the time derivative of the 
process is almost surely finite); in fact, this is a 
purely statistical effect. 

Second, we obtained an "analytical" expression of 
the Dirac distribution 

B(t - t') = ~ l,~ ds la' da S2 sina 

x t+scosa t'+scosa 
(t2 + S2 + 2s t cos O! )37 2 (t,2 + S2 + 2s t' cos 0!)3 /2, 

(4.16) 

expression which may be simplified by setting t' = O. 

When solving stochastic equations, two other statisti
cal properties are important, the characteristic 
function 

K(z) = (exp(izM) , 

and the instantaneous probability distribution 

P(M) = (21T)-1 Idz exp(- izM)K(z). 

(4. 17) 

(4.18) 

Since the zero mean process M'(t) = M(t) - (M(t) is 
stationary, it is sufficient to calculate K(z) and P(M) 
at time t = 0; using the general expression of the char
acteristic functional (2. 13), we first recover the 
Holstmark-like result 

(4.19) 

which leads to the following asymptotic expansions of 
P(M) for large and small M 

P(M) = 247/123-5/65-11 /6 1T9/4 dW3 / 2M-5 / 2 + O{d2w 3 M-4 }, 

P(M) = (~)2/3 r(2/3) + O{d-2w-3M 2}. (4.20) 
4d 31T2w 

Note that K(z) and P(M) are not Gaussian. 

Now look at the properties of the time average of 
MU), 

N(t) = t-1 f M(s)ds, (4.21) 
o 

where t= 0 is again the time when the average over 
the particle distribution is taken. 

The characteristic function of N(t) may be written 

K1(z,t)=(exp(izr1 t M(s)ds); (4.22) 
o 

using (2.13), we have 

10g[K1(z,t)]= - 21Td r dr r dO! y2 sina 
o 0 

x (1 - exp{izt-1[ (r + w2t2 + 2wt COSO!)-1 /2 - r-1]}), (4.23) 

which can be rewritten in the form 
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logKl = - 21T dw3 t3 </J(zw- 1r2) , 

</J(x) = r dp r dOl p2 sina 
o 0 

x(1 -exp{ix[(p2 + 1 + 2pcosa)"I/2 _ p-l]}). (4.24) 

Expanding </J(x) for small x, we get 

</J(x) = ix/3 + x2 + O(x3 10gx); (4.25) 

so, in the long time limit, we obtain the Gaussian 
result 

log[K1 (z, t)] = iz(N(t) - ~ z2(N'(t)N'(t), (4.26) 

where we have used the expressions 

(NU) = ~(M(t) = - (21T d/3)w2t, 

N'(t) = N(t) - (N(t), 

(N' (t)N' (t) = 2rr dw/ t. 

(4.27) 

We conclude that N(t) is distributed as the time 
average of a Gaussian white noise in the long time limit. 
But we shall see now that its distribution is completely 
different in the opposite limit. In order to avoid a de
tailed proof (see Ref. 12 in a similar case), let us 
remark that only large p's playa role in the expres
sion exp{ix[ (p2 + 1 + 2p cosOl)"1 /2 _ p_l]} when calculating 
</J(x) for large x. Expanding the argument to the first 
order in p_l, we exactly obtain the corresponding term 
of the characteristic function (4.17) of M; we conclude 
that N(t) and M are identically distributed in the short 
time limit. This result, which would have no signifi
cance for a Gaussian white noise, can be interpreted in 
terms of the average solution of the pseudo harmonic 
oscillator, 

d~ q(t) = iAM(t)q(t), q(O) = 1; (4.28) 

indeed, this average solution reads 

(q(t) = (exp(O. t M(s) ds) = K 1(Xt, t); (4.29) 
o 

thus, from the preceding result, and in the short time 
limit, 

(q(t) '" K(Xf) = (exp[iXtM(O)]). (4.30) 

Equation (4.30) means that, for large x, the complete 
damping of (q(t) is given by the static approximation, 8 

i. e. , by treating M(t) as a random variable distributed 
according to P(M). 

5. COULOMB FIELD AT A CHARGED POINT 

Stochastic Stark broadening of atomic and ionic 
spectral lines emitted by a plasma is an interesting 
field for applying stochastic equation methods, 13,10,11 
because line profiles are expressed in terms of the 
average solution of a linear equation in which the 
"stochastic" electric microfield appears in the co
efficients. Being the sum of individual fields due to 
the plasma electrons and ions ,whose trajectories in the 
vicinity of the emitter are approximately either 
straight lines (atomic emitter) or hyperboles (ionic 
emitter), this microfield gives a physical background 
to the following process. 

Let {i} be a set of equienergetic, mutually indepen-
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TABLE 1. Characteristic function K(z) and probability distribution P, (M) of straight line, parabolic and hyperbolic processes. 
0' 1 = 4/15 (271") 3/2; 0' 2 = (1210/ 45hr[(1 + f2)/ f2)l/2r(3/ 4) ;i31 = (75/3271"-4 ;i32 = (8/ 571")(0'2)-12/5r(12/ 5) ;1'2 = (128/45) (1 + f2) r(3/ 4). 

Trajector ies log[K(z») 

Straight lines 

Parabolas 

Hyperbolas 
(to the first 
nonvanishing 
order) 

small Iz leT as for parabolas proportional to M2 as for parabolas 

large Iz leT as for straight lines 

dent, particles in lR3
, submitted to the central attrac

tive potential 

(5.1) 

and randomly distributed at the initial time (see Sec. 2). 
According to the common positive energy Ca, three 
types of trajectories may occur: in the general case, 
the motion is hyperbolic and the stationary density 
[see Eq. (2.3)] reads 

(5.2) 

For zero Co, the motion is parabolic and the density 
is 21

/
2Cr- 1

/
2

• In the large ("0 limit, we recover straight 
line trajectories with uniform density d= 21/2CC~/2. 
Processes constructed from bound trajectories (Co < 0) 
will not be studied here. 

Now consider the vector valued process 

M(t)=6 ri(t)/[ri(L)Y, (5.3) 
i 

where the summation is extended to the above set {it. 
As seen in Secs. 2 and 4, such a process must be de
fined more precisely by restraining the sum in 
Eq. (5.3) to the only particles that are inside a sphere 
a radius R at a given time, and by taking the limit R
co. In this limit, it is clear that the mean (M(t» is zero 
(for symmetry reasons) and that higher order moments 
are stationary (see the scalar pseudo-white-noise of 
Sec. 4). Now look at some main statistical properties 
of M(t). 

A. Correlation function 

For symmetry reasons, the correlation tensor 

(5.4) 

is given by its trace 

r(t) = (M(t) • M(O», (5.5) 

where the point denotes a scalar product and where 
( .) indicates an average over the initial distribution of 
particles. 

In the no-potential case, the well-known result6 

(5.6) 

is not integrable for short time; on the contrary, in the 
case of particles subject to a Coulomb potential, there 
always exists the function 

r 1(t)= t r(s)ds; (5.7) 
o 
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after angular average, the Appendix shows that this 
function reads 

r 1 (t) = 21TC r [k(tl}-1 - {r+ (tl}-1] dr, 
o 

(5.8) 

where rJt) [resp. r+(t)] is the position at time t of a 
particle whose initial position is r and whose initial 
velocity is directed towards the center (resp. opposite). 
Since rJt)=r+(-t), r 1(t) is an odd function of t. 

First look at zero energy particles, following parabol
ic trajectories; in this case, the axial motion is given 
by r.(t) = ([ r 3

/ 2 ± 3t/21/2[ )2/3; setting 2u = r(3t/ 4)-2/\ 

Eq. (5.8) reads 

r 1 (t) = 21TC sgn(t) J~ du[ 1113/2 - 1 1)-2/3 - ( I U 3
/

2 + 11 )-2/3], 
o 

(5.9) 

or 

r 1 =Asgn(t), (5.10) 

where A is a numerical constant (~21TCX1.81). Since 
r 1 is a step function, r(t) is the Dirac distribution 

r(t) = 2A6(t). (5.11) 

Therefore, in the case of parabolic traj ectories, the 
Coulomb field M(t) is a vector valued "pseudo-white
noise" in the sense of Sec. 4. 

Now consider positive energy particles, following 
hyperbolic trajectories; in this case the Appendix shows 
that r

1
(t) can be written 41TCy[(2Co)3/2t], where y is an 

universal function. From this expression, straight
forward calculations show that the hyperbolic covariance 
r(t) is the sum of the Dirac distribution (5.11) (para
bolic covariance) and of a function, integrable for finite 
times, and behaving for long times as (5.6) (straight 
line c ovar iance). 

B. Characteristic function and probability distribution 

The characteristic function K(z) and the instantaneous 
probability distribution P(M) are defined by 

K(z)=(exp(iz.M», (5.12) 

P(M) = (21T )_3 I d3 z exp( - iz 0 M)K(z). 

Since M is isotropic, we shall only consider here 

P1CW) = 41TM2p(M). (5.13) 

Using Eq. (2.13) and isotropy, we obtain 

Brissaud, Leorat, and Mazure 1290 



                                                                                                                                    

1~ [ sin(z/ r) ] 
log[K(z)]=-41TC 0 drr2[2(co+r-')]'/2 1- z/r ' 

(5.14) 

where z= lzl. According to the various trajectories, 
the behavior of K(z) and P, (M) is shown in Table 1. 

C. Time average of the process 
Now consider the time average of the process, 

N(tl= r' t M(s) ds, 
o 

(5.15) 

and, especially, its characteristic function 

K, (z, t) = (exp[it- 1z' r M(s) ds]). (5.16) 
o 

For straight line trajectories, such an expression 
was often calculated'4- '6 ; in Ref. 12, it is shown in de
tails that K ,(z, tl behaves as K(z) (given by Table I) in 
the short time limit and behaves as exp[ - (41TC/3)z2r' 
x logt] in the long time limit. If traj edories are hyper
bolic or parabolic, it can be shown in the same way that 
the short time limit of K, (z, t) is again K(z) and that the 
long time limit is the Gaussian limit 

10g[K, (z, t)] = - (Z2 /6 )(N(t) • N(t). (5.17) 

D. Limits of the statistical properties of the hyperbolic 
process for large or small {o 

By comparing the preceding results, it is clear that 
we do not obtain a uniform convergence of the hyperbolic 
statistical properties towards the straight line or para
bolic properties, in the large or small Co limit. A com
plete discussion might be tedious, but it is interesting 
to consider at least an example, for instance the long 
time behavior of K, (z, t). 

In the parabolic case, using (5.11) in (5.17), we get 
the asymptotic behavior 

10g[K, (z,t)]=-Az2(3t)-', withAz21Tcx1.81. (5.18) 

In the hyperbolic case, using now the long time behavior 
(5.6) of the covariance we obtain 

10g[K, (z, tl]= - 41TCZ2(3t)-'logt . (5.19) 

Since this last expression does not depend upon Co, 
it certainly does not lead to (5.18) in the small Co limit; 
in fact we should have written log(c~/2t) instead of logt 
in (5.19), because this asymptotic expression is only 
valid for times larger than C;;3/2; this explains the ap
parent paradox, and also shows that the convergence 
of the hyperbolic K, towards the parabolic K, is not 
uniform in the small Co limit. Similar conclusions 
would be obtained for the large Co limit and for other 
statistical properties. 

6. CONCLUDING REMARKS 

This paper has defined a rather large class of 
stochastic processes with infinite variance. Some 
examples of these have been studied in Secs. 4-5. 
Among other potentially interesting processes of this 
class, we note the 0' -correlated processes, which 
correspond to 2p = - (n + a + 2) in the notation of Sec. 3; 
the simplest example is probably constructed in lR2 

from straight line trajectories and m(t) 
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= (d2/dt2 )log[r(t)]. We also note the quite simple pro
cesses constructed from trajectories in the one-dimen
sional space lR' , whose possible discontinuities at each 
passage of a particle could lead to interesting problems. 
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APPENDIX: HYPERBOLIC TRAJECTORIES 

First, we recall the expression of hyperbolic trajec
tories. '7 Let Ht) be the motion parameter, satisfying 

e[sinhW) - sinh1;(O)) - [W) -1;(0)] = (2CO)3/2t , 

where e is the eccentricity and HO) the initial 
parameter, 

e = [1 + 4cor(1 + Cor) sin2O']I/2, 

e sinh1;(O) = - 2[Cor(1 + Cor)]'/2 cosO', 

(AI) 

(A2) 

r is the initial distance of the particle, and 0' the angle 
between the initial position and velocity. 

The trajectory r(t) can be expressed in terms of 1;(t); 
in particular we have 

r(t) = [e coshW) -1]/2Co, (A3) 

and 

1f t ~dsI2_~ cosh[W)-1;(O)]-l 
o [r(s)j3 -r ecoshW)-l 

(A4) 

Now calculate the covariance of the process M(t) of 
Sec. 5. We have first 

it ds f S ds' (M(s') • M(O) = t f d3 r f d\, j(r, v) 
o 

I 
(t r(s) 12 

x Jo [r(s)]3 ds . (A5) 

Using Eqs. (2.3), (A4), and (A5), we obtain 

t s go 11 

J ds J ds'(M(s')·M(0)=41TC(2Co)-1/2 J dr J dO'sina 
o 0 0 0 

X [C or(1 + cor)]'/2{cosh[W) -1;(0)] -I}1[ecosh1;(t) -1]. 

(A6) 

Then, from the identities 

d: [W) -1;(0)] = - 2 sina[Cor(1 + Cor)]'/2 

x{cosh[W) -1;(0)] -I}1[e cosh1;(t) -1], 

:t Wt) - HO)] = (2Co)'/2[r(t}]-I, 

we get 

(A7) 

r ,(t) = t ds(M(s)' M(O) = 21TC r [kU)f' - {r.(t)}-'] dr, 
o 0 

(A8) 

where rJt) and r.(t) are the distance of a particle, 1111-

tially in r, whose velocity is initially directed either 
towards the center or in the opposite direction. 

Brissaud, Leorat, and Mazure 1291 



                                                                                                                                    

By using (Al)-(A3) and (AS), r1(t) can be written in 
the form 

r 1 (t) = 41TCy[(2{o)3/2t], 

where y(s) is given by 

y(s)= r dp[{cosh~-(s) -l}-l-{coshe(s) _l}-l], 
o 

sinh~*(s) - e(s) = s + sinh~*(O) - ~*(O), 

sinh~*(O) =± 2[ p(l + p)]1/2. 
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Prolongation st;--uctures of nonlinear evolution equations. II 
F. B. Estabrook and H. D. Wahlquist 
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(Received 21 October 1975) 

The prolongation structure of a closed ideal of exterior differential forms is further discussed, and its use 
illustrated by application to an ideal (in six dimensions) representing the cubically nonlinear Schrodinger 
equation. The prolongation structure in this case is explicitly given, and recurrence relations derived which 
support the conjecture that the structure is open-i.e., does not terminate as a set of structure relations of 
a finite-dimensional Lie group. We introduce the use of mUltiple pseudopotentials to generate multiple 
Backlund transformation, and derive the double Backlund transformation. This symmetric transformation 
concisely expresses the (usually conjectured) theorem of permutability, which must consequently apply to 
all solutions irrespective of asymptotic constraints. 

I. INTRODUCTION 

In the first of these papersl we introduced a geometriC 
method for finding a hierarchy of potentials and pseudo
potentials (denoted /) for sets of nonlinear partial dif
ferential equations with two independent variables. By 
"geometric" is meant the systematic use of the formal
ism of differential geometry, in particular the represen
tation of the partial differential equations as a closed 
ideal of differential forms. To find the potentials and 
pseudopotentials, it turns out that one must solve-
find representation of-a Lie structure of auxiliary vec
tor fields. We have denoted this the" prolongation struc
ture, " or PS. The vector fields, say Xl, X 2, •• " and 
their commutation relations are defined in the space of 
"prolongation" variables Vi, while the defining equations 
for the potentials, or pseudopotentials, appear as 1-
forms in the space of all variables-the original, or 
primitive variables (independent variables x and t, say, 
and dependent variables ZA) plus the y i , 

Wi =dyi + Fi(zA, :vi) dx + Ci(ZA, :vi) dt. 

The Fi and Ci depend on the :vi by being linear in the 
components Xi =X· d,,_,i of the X's. These I-forms each 
lead to a conservation law, since dw i is required to be 
in the prolonged ideal: the ideal representing the original 
partial differential set, to which is also adjoined the 
Wi. Consequently, for any solution manifold of the ideal, 
the Wi are exact and Stokes' theorem says that ~ wi, con
fined to that manifold, vanishes. This hierarchy of high
er conservation laws is essentially different from those 
previously recognized [for equations such as the 
Korteweg'-de Vries (KdV) and nonlinear SchrOdinger], 
which involved repeated partial derivatives. 

Coordinate transformation in the space of the yi leaves 
the abstract algebraic relations-the PS-among the 
X's unchanged: It is equivalent to changing the X's in
dividually by local similarity transformation, while 
forming trivial superpositions of the pseudopotentials 
and associated conservation laws. It is important, how
ever, that coordinates must exist for which the X's are 
homogeneous first degree in the yi-the finding of these 
is equivalent to finding matrix (or linear) representa
tions of the X's, a standard procedure in the discussion 
of Lie groups. It is in such coordinate frames that one 
finds the linear auxiliary partial differential equations 
for pseudopotentials already known in application to the 
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boundary value problem as the method of inverse scat
tering. More general linear representations surely can 
be found, and their application remains to be 
investigated. 

The PS is further invariant under less trivial trans
formations in the space of the yi: Linear superpositions 
of the X's can be found which keep their commutation 
relations invariant. This is a group of automorphisms 
which, in the KdV case, at least, turns out to be a 2-
parameter group isomorphic to an invariance group of 
the initial KdV equation, before prolongation. These 
automorphisms imply that some of the pseudopotentials 
:v i can in fact constitute a continuous family. For the 
case of a two-dimensional representation of the KdV, 
this degenerates to a I-parameter family of pseudo
potentials, the automorphism parameter appearing as 
the so- called eigenvalue in the associated linear 
problem. 

The existence of prolongation structures also seems 
to be closely related to the possibility of solution meth
ods by Backlund transformation. We have found these 
to be derivable as discrete invariance transformations 
of the prolonged differential ideal, when a true pseudo
potential exists. They again involve the automorphism 
parameters explicitly. 

We speculate that the existence of a nontrivial PS may 
be a useful defining algebraic characteristic for the en
tire class of nonlinear equations now under intensive 
study in many contexts, roughly, those equations having 
solutions with nonlinear superposition properties, such 
as "solitons." By nontrivial we mean that the PS is non
Abelian, for then true pseudopotentials exist-viz. , 
those yi whose Fi and C i cannot by coordinate trans
formation be made independent of )_,i. Three now-classic 
soliton equations are the Korteweg-de Vries, sine
Gordon and nonlinear Schrodinger. We have given a 
PS for the first, 1 involving seven vectors Xi and an ap
parently open set derived from their commutators. A 
nontrivial PS also is readily derivable for the sine
Gordon equation_ In the present paper we consider the 
PS of the third, which again is nontrivial and seems 
almost certainly to be open. As with the first two equa
tions, this PS has useful low dimensional representa
tions, and allows Backlund transformations. We intro
duce the use of multiple pseudopotentials, belonging to 
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different values of the automorphism parameter, for 
the derivation of the multiple Backlund transformation. 

The existence of simple pseudopotentials has been 
carefully discussed by Corones2

; he also derives a pro
longation structure for the Hirota equation. Prolonga
tion structures for the Boussinesq equation and the non
linear wave-envelope equations have been obtained by 
Morris. 3 Most recently Morris has devised an algorithm 
for extending an equation of evolution in one spatial di
mension, which has a PS, to derive a related evolution 
equation in two spatial dimensions also having a PS. 4 

In this way he has systematically discussed both the ex
tension of the Boussinesq equation to the Kadomtsev
Petviashvili-Dryuma equation, and the extension of an 
interesting new nonlinear system having a PS to the gen
eralization of the nonlinear Schr'odinger equation of 
Ablowitz and Haberman. 

The nonexistence of a non-Abelian PS does not of 
course mean that the systematic methods of differential 
geometry cannot then be useful for treating other classes 
of nonlinear differential systems, Many properties such 
as invariance operations, variational formulations, cha
racteristics, and special solution sets such as simi
larity solutions, can in our opinion best be understood 
in this way, But the search for a PS, and the conse
quent conservation laws and potentials, does seem to be 
a first operation to tryon a "well-formulated" set of 
partial differential equations-L e" a set belonging to 
the regular integral manifolds (of maximum dimension) 
of a closed differential ideal. In the Appendix it is shown 
how such a search differentiates the KdV and modified 
KdV equations from those with higher order nonlinear i
ties-the latter having only an Abelian PS. 

II. THE PS OF THE NONLINEAR SCHRODINGER 
EQUATION 

The cubically nonlinear Schrodinger equation has 
been treated extensively in the recent literature of non
linear wave equations, cf. Whitham5 and Scott et al. 6 

With one sign (E = - 1 in the following) of the nonlinear 
term, the equation describes stationary two-dimension
al self-focusing of plane wave trains in nonlinear media 
(cL Zakharov and Shabat,7 Hirota, S and references 
therein), or the time dependent phenomenon of self
modulation (leading to the so-called" envelope" solitons). 
With the other sign (E = + 1) the solutions have much 
greater stability; nevertheless, so- called envelope-
hole solutions, etc., have been stUdied, 9,10 The local 
analytical method expounded in the present paper is ap
plicable in either case. We present the prolongation 
structure, and construct some of the resulting new po
tential and pseudopotential conservation laws, and the 
inverse scattering equations, We use the pseudopotential 
to find the single Backlund transformation (independent
ly given by Lambll ) and are able also to find a double 
Backlund transformation, or theorem of permutability. 

The equation 

i~'t + 
where E = ± 1 and the bar denotes complex conjugate, 
can be expressed as the set of differential forms 

0'1 = a if; ,\ a I + ~ ax ,\ (it 
0'2 = ia~;/\ dx + d~ II at + h(jJi/J2 dx /\ rtt, 
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(1) 

(2) 

together with the complex conjugates 0'1 and 0'2' These 
four 2-forms live in a six-dimensional space of primi
tive variables 1jJ, 1Jj, ~, 1" x, t, and have two-dimension
al integral manifolds which are the solutions of (1). In 
the prolonged space of variables 1jJ, /iJ, ~, 1" x, t, vk

, 

we search for Pfaffians of the form 

wk = dyk + F«1jJ, /iJ, ~, 1" yi) dx _ iGk (1jJ, /iJ, ~,1" yi) elt (3) 

(the factor - i in the dt term proves convenient later), 
which are such that dwk are in the prolonged ideal 0'1, 

0'2' a1, a 2, Wk. Following the same procedures as in 
Sec. I, we find overdetermined partial differential equa
tions requiring a decomposition into polynomials in the 
primitive variables 

Fk = Mxr + i/J/iJx~ - 21jJZ~ - 2/iJZn, 

Gk = M (~/iJ - 1,1jJ)X~ - 2 ~Z~ + 21,Z~ 

+ ~ + ¢ifjl1 + 1jJZ~ - \0~J, 

(4) 

where the vectors Zm<J,i) are complex, while Xmlv i ) are 
real and Y meVi

) pure imaginary, 

(5) 

The remaining partial differential equations involve only 
dependency on the .vi and are all of commutator form, 
and so they define the prolongation structure: 

[Xl' x 2J = [Xl> y 2J= [X2' Y1J= [X2, Zl]= [Zl' Z 2J= 0, 

[Xl' ZlJ=Z2, [Zl, z11= ~Yl> (6) 

Hx2, z 21 + [Y1, ZlJ - EZ1 = 0, [Xl> Z 2J + 2[Y2, ZlJ= 0, 

[Xl' Y1 J + [X2' Y2J + 2[Zl, Z2 J - 2[Zl, Z2J= 0, 

together with complex conjugates. 

A number of further relations are derivable using the 
Jacobi identity. We find that X2 must commute with all 
these vectors, and also that 

(7) 

from which follow 

[Y1 , ZlJ= EZl> [Yl> Z 2J= EZ2. (8) 

A t this point we have all the noncomplex vectors 
{Xm, Y m} constituting an Abelian subalgebra. Also, the 
set {Y1 , Zl, Zl} satisfies 

(9) 

which is the algebra of the 3-parameter rotation group 
in complex notation, If we define a new complex 
generator 

we can split up one of the remaining relations in Eq. 
(6) to get 

[Y2 , ZlJ= - ~Z3' 

as well as 

[Zl' z31= [Z2' z31 = 0, [y1 , z31= EZ3 • 

(10) 

(11) 

(12) 

As was the case for the Korteweg-de Vries equation, 
this structure does not appear to terminate; in fact, it 
looks quite convincing that this case must be open. 
Noting in Eqs. (6) and (10) that Xl has the property of 
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generating higher complex vectors by the recursion 
relation 

[xbznl"'zn+l' 
we consider the relations 

[X2 , znl= 0, [Yl , znl= EZ m 

[Y2,znl=-~Zn+2 [zm,znl=o, , 

(13) 

(14) 

all of which are valid for the lowest values of nand m. 
These can be shown to be self- consistent, and to hold 
in general for arbitrary (n, m) by an argument of mathe
matical induction. There are two remaining relations 
to consider, 

(15) 

so that we have not as yet quite proved that this system 
does not terminate. 

III. THE PSEUDOPOTENTIAL 

To obtain solutions of the prolongation structure we 
shall use an approach based on the sub-algebras which 
have appeared. First, since the vector X2 must com
mute with the entire structure, it generates a single in
dependent conservation law, whose potential, r, need 
never appear in any other Pfaffianso Taking X 2= alar, 
we obtain from Eqs. (3) and (4) 

wo=dr+~1jJ/iJdx- (i/2)(~/iJ-1,<J!) dt, (16) 

which immediately gives the usual conservation law for 
probability density. Henceforth we may set X2 = 0. 

Additional solutions are easily obtained by exploiting 
the well-known representations for the rotation algebra 
of Eq. (9). It will be useful to write these in terms of 
two complex coordinates, y and z with associated basis 
vectors, bl = a lay, b2 = a /az. A simple representation 
satisfying the structure equations then is 

Xl = 2(kybl + kybl ), 

Yl = E(ybl - ),l)l - ~b2 + t""b2) , 

Y2 = - 2(k2ybl - "k2),bl ) , 

Zl = - ~(y2bl - €lil - y l b2), 

Z2=- (ky2bl + Ekbl -kyb2), 

(17) 

where k is an arbitrary complex constant. So for each 
choice of k we have a solution. 

The corresponding Pfaffians are 

wl = dy + H:v2<J! - Elf; + 2ky l(dx + ik dt) 

- (i/2)[~y2+E1,+E<J!/iJyldt, (18a) 

w2=dz - ~<J!y(dx +ikdt) + (i/2)(~y +~E<J!/iJ) dt, (18b) 

together with their complex conjugates. We see from 
wl that Y is a pseudopotential depending only on the 
primitive variables, and from w2 that z is a potential 
(depending, however, on y). The equation 

(19) 

is linearizable with the substitution 

y = (2/<J!)(uju) (20) 
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giving 

uxx - (<J!j<J! - klux - h1jJ/jIu= 0, 

and the equation 

suggests the new variables 

z = lnu, :I' = v/u. 

(21) 

(22) 

(23) 

The well-known linear inverse scattering fOrIlls result; 

w3 "'uw2 = du - ~<J!v(dx + ik dt) + (i/2)( ~l' + ~EIjJ1j'll) dt, 

(24a) 

w4 
'" ZlWl + I'W2 = dv - HE 1j1J - 2k1'](dx + i k dt) 

- iE/2[ ~u + ~~'¢d dt. (24b) 

These could, of course, have been found directly from 
the prolongation structure by searching for a 2 x 2 ma
trix representation. The 1-parameter family of nonlin
ear pseudopotentials y, each of which occurs by itself 
in a 1-form (18a), seems, however, to be more closely 
tied to other methods of solution. 

IV. TRANSFORMATIONS OF THE PROLONGED IDEAL 

We will search for Backlund transformations as dis
crete transformations of the ideal (2), as prolonged with 
a set of pseudopotentials Yb :1'2' etc., characterized, 
respectively, by parameters kl' k2' etc., and defined 
by Pfaffians as in (18a) and its conjugate (we lower the 
labels on Yi' k i to remind us of this specialization), 

Wi "'dYi + t[Y7<J!- Elf; + 2k iy i l(dx + iki dt) 

That is, we write 

a; = df /\ dt + ( dx /\ dt 

a~ = id1jJ' /\ dx + d( /\ dt + kiiJ'<J!'2 dx /\ dt, 

(25) 

(26) 

(27) 

take <J!' = <J!'(<J!, If;, ~,1" Yi, Yi), and require a{, a; and their 
conjugates to belong to the ideal of al, a2, Wi and their 
conjugates. 

From (26) one finds (; entering (27) with all the in
formation from the ideal, one with some labor derives 
a single equation with unknown functions of the Y i as 
~oefficients of polynomials in ~, 1" 1jJ2/iJ, 1jJ2, 1f;2, <J!/iJ, ij;, 
<J;, and 1. These must independently vanish, and so pre
sent an overdetermined set to which we cannot be sure 
a nontrivial solution exists; i. e., we are left with what 
we might call a nonlinear Lie problem of integration in 
the space Yi' To be completely explicit, we find that 

(28) 

where 5 must satisfy six derivation equations; 

~5=0, (29) 
Zl 

(30) 

Es2 - 2£::5= 0, (31) 
Z2 
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ES5+ffS=0, (32) 
X1 2 1 

E5-2ffS=0, (33) 
Z1 2 1 

(34) 
Xl Xl Y2 

The vectors Xl> Y b Zl, Y 2, Z2 are those previously in
troduced, specialized in that only pseudopotentials Y i 
are now present. From wi' Eq. (25), we can read off 
their (Y1, 5\, V2, Y2' •.. ) components: 

Xl = (2k1Y1, 2k1Yl, .•. ) =x1 , 

Y1 = (EYl, - EYl, .•• ) = - 1\, 

zl=(-hf,tE", .), 

21 = (iE, - iyr, ... ), 
Y2 = (- 2kfyl, 2k5\, ... ) = - 1'2 

Z2= (- k1yr, - Ek1' ..• ), 

22=(- Ek1' -k1yr," .). 
Then 

23 = (+ 2Ekf, - 2kfrt, ... ), 
etc. 

(35) 

(36) 

other relations in such a Lie problem are deduced by 
repeated derivation and the use of the Jacobi identity. 
For example, operating on (33) with 21 , using the prop
erties of the Lie derivative and (9), we get 

0= EfS - 21::-1:... -I:... S 
Zl Zl z1Z 1 

=Ef5-2 f fS-2LLLS 
[Zl,21J Zl Z1 Z1Z 1 

=Efs+L Ls-2-/:... S-2I::.fI::.S 
Z1 Y121 21 [Zl,21J 21 Z1 Z1 

=EfS+ f S+2I::-I:...S-2I::-f-/:"'S 

then using (29) and (30), 

so finally 

I::.S=fS. (37) 
Zl Zl 

This in turn implies (33), so (33) can be dropped. 

By operating on (34) with I::.z1 and using (31), one 
similarly shows that 

-I::. S+ES!::S+ES2fS=0. (38) 

We have been able to proceed farther only in the cases 
of one pseudopotential and two. Integration of these, 
however, is sufficient to give respectively the Backlund 
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transformation and the theorem of permutability. The 
Backlund transformation acts, at least in the case E 

= - 1, to add a soliton to any given solution; the theorem 
of per mutability can be used to generate algebraically 
a ladder of solutions with added solitons, once the 
Backlund transformation of the originally given solution 
has been integrated to achieve the first step up the 
ladder. 

V. BACKLUND TRANSFORMATIONS 

Using only one pseudopotential y, from (29), (30), 
and (31), one readily integrates for S(v, y), and can 
check that (32), etc., are satisfied. The result isl1

,2 

1jJ'=1jJ-2(k+k)Y/(YY-E). (39) 

The simplest Backlund transformations of a given solu
tion ifJ(x, t), and ~ = - ifJx , thus is accomplished by inte
grating the (guaranteed integrable!) partial differential 
equations resulting from one Pfaffian w, 

Yx=-Hv 2ifJ- EJ;+2ky), (40) 
}'t = - iki(y2ifJ- E1jJ + 2k}') + (i/2)(b,2 + E1 + d1n:) , 

for the pseudopotential y(x, f), and then substituting into 
(39). 

VI. THE THEOREM OF PERMUTABIUTY 

To integrate the case of two pseudopotentials, )'1 and 
Y2' we first introduce variables U1 =Yi1

_ EY1, U2=Yi1 

- E5'2' and u3 = .1'1 - Y2' From (35), 

h 1 =Lu2=Lu3 =0, 
Zl Zl Zl 

so from (29) S must be a function of only these three. 
Moreover, 

btl = EUl, I::.U2 = EU2, t:u3 = E1l3, 
Y1 Y1 Y1 

so from (30) S-l must be homogeneous of first order in 
them. 

Now 

22 22 Z2 

and it can next be shown that (31) is satisfied if 

5-1 = u3/2(k1 - k 2) + (U1 + 'Y1U3)1 12(U2 + 'Y2U3)1/2C(x), (41) 

where 

1'1 = E(k1 + k 1) /(k1 - k2), 1'2 = E(k2 + k 2) /(k1 - k2), 

and we take 

x2= (U1 + 'YIU3)/(u2 + 'Y2U 3) , I::.x= O. 
22 

The only remaining first order Lie equation we have 
found, (38), is then an ordinary differential equation 
for C(x); after considerable manipulation it reduces to 

xC' (xl[ - {(k1 + k 2)(k2 + k 2)x - (k1 + k1) (k2 + k1)x-1} C2 

+ E(k1 - k 2)C + -i-{x - x-I)] 

+ C3[ (k2 + k 2)(k1 + k2)x + (k1 + k1)(k1 + k 2)x-1 ] 

+ EC2 (k1 + k1 + k2 + k 2) + ~C(x + x-1) = 0, (42) 
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where C'(x) is dC/dx. The general solution of this is 

(C - 0'1x)(C - 0'2X-1) = X(C - 1'31x)(C - i3ax-1), (43) 

where 

40'1 = (1- E)/(k2 + k1 ) - (1 + E)/(k1 + k1), 

4131 = (1- E)/(k1 + k1) - (1 + E)/(k2 + k1), 

40'2= (1- E)/(k1 + k2) - (1 + E)/(k2 + ka), 

413 2 = (1- E)/(k2 + k2) - (1 + E)/(k1 + k2), 

and A is the constant of integration. 

(44) 

We have verified by direct substitution, using the very 
convenient MACSYMA symbolic manipulation program 
of the MIT Mathlab Group, 12 that the remaining equations 
(32), (33), and (34) are all satisfied by the single choice 
X= 1, which reduces (43) to a linear result for C, 

2C = E(k1 - k2) /[ (k2 + k2 )(k1 + k2)x - (k1 + k1)(k2 + k1)x-1]. 

(45) 

Substituting into (41), and converting to the original 
pseudopotential variables gives finally a reasonable 
form for the double Backlund transformation 

i/J'=i/J+2Q/R, (46) 

There is no constraint on g(u) [or f(u)] if we take 
X7 = 0. However, again from Eq. (37), this implies 
Xs = Xs = 0, and the algebra of the remaining four gen
erators is complete and Abelian. No pseudopotentials 
therefore can exist in this case, and only the well
known conservation laws result. 

If X7 'I- 0, g(u) must be a quartic, but it is easily shown 
that the constant and linear terms [which do not affect 
f(u) J can be dropped without loss of generality. Thus, 
taking 

g(u) = O'u2 + j3u3 + yu4, 

we have 

f(u) = 20' + 61'3u + 12yu2 , 

(A 5) 

(A6) 

demonstrating that the combined KdV - modified KdV 
equation is the only example of equations of type (A 1) 
admitting pseudopotentials. For general coefficients 
{Ct., {3, y} we find three modified structure equations 

[Xl' Xs] + [X2' X 4 ] + tet.X7 = 0, 

[X3 , X4J + [Xl' Xs] + ij3X7 = 0, (A 7) 

[Xa, XsJ = - 2yX7 , 

and it follows from these that 

where [X6, X7 J = ij3Xs - 2yXs' (A8) 

Q = E(k1 + k1)(k2 + k2) (k1 - k2 - k1 + kZ)(Y1 - YZ)Y1YZ All other relations in Eq. (37) and Eq. (38) of Ref. (1) 

+ (k2 + kz) (k1 + kz) (k1 - k2) (1- EY1Y1)Yz are unchanged. 

- (k1 + k1)(kz + k1)(k1 - k2)(1- E:YzY2)Yl> (47) 

and 

R = - (k1 + k1)(kz + ka)e)'1 - )'2)(Y1 - yz) 

+ E(k1 - k2)(J?1 - k2)(l- EY1Yl)(1- EYzY2)' (48) 

If kl' say, - 0, this becomes (39). 

APPENDIX 

To investigate the question of the uniqueness of the 
KdV equation with respect to the soliton phenomenon, 
we may consider the prolongation structures of general
ized KdV -like equations 

lit + lIxxx + /(II)U x = 0, (A1) 

where /(u) is an arbitrary function of u. The result for 
this equation, analogous to Eq. (32) of Ref. (1), is 

pi' = 2X: + 2u~ + 3U2~, 

Ck = _ 2(P + g')~ + 3[Z2 _ 2u(p + g') + 2g~ 

+ ax: + 8u~ + 4uaX~ + 4z.x;, 

where the function g(u) is defined by 

" - d
2
g(u) - f( ) 

g -dT= u" 

(A2) 

(A3) 

Most of the structure equations of Eq. (37) of Ref. (1) 
for the Xm are unchanged. In the course of the deriva
tion, however, one encounters the equation 

(~)X7=0. (A4) 
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We study a model of an N-level atom coupled linearly to an infinite free boson bath whose time 
correlation functions are Gaussian. We prove that. in the limit when the decay time of the correlations of 
the bath goes to zero, the reduced dynamics of the atom is given by a completely positive dynamical 
semigroup. By varying the interaction parameters. any such semigroup can be obtained in the limit. We 
also discuss the formally analogous situation of an N-Ievel atom whose Hamiltonian contains an external 
fluctuating Gaussian stationary contribution. 

I. INTRODUCTION 

In a preceding paper, 1 hereafter referred to as I, we 
have proved that a linear operator L :M(Nl - M(Nl is the 
generator of a completely positive dynamical semigroup 
of AI(Nl in the Schrodinger picture iff it can be written 
in the form 

L:p-Lp=-i[H,p] 
N 2_1 

+~.6 cU{[FppFt] + IF,p,FjJ}, pEM(N), (1.1) 
I tJ=l 

where H=H*; Tr(H)=O, Tr(Fi)=O, Tr(FiFj)=6lj 
(i ,j = 1,2, ... , tf2 - 1) and {co} is a complex positive 
matrix. For a given L, H is uniquely determined by the 
condition Tr (H) = ° and {c Ii} is uniquely deter mined by 
the choice of the F;'s. 2 By the duality relation Tr[(Lp)A] 
= Tr[p(L * A)], the generator of the corresponding 
Heisenberg dynamical semigroup has the form 

L*:A - L*A=i[H,A] 

N 2 .. 1 

+~.6 Cjj{[Fj,A]F,+F/[A,Fj ]}, AEAI(N). (1.2) 
Z,J =1 

The condition of positivity of the matrix {c Ij} expresses 
implicitly 1'f2 - 1 inequalities which have to be satisfied 
by the physical parameters which characterize the 
dynamical evolution (such as f. i. relaxation times and 
components of equilibrium states) if the latter is to be 
completely positive. As an application, these inequali
ties were explicitly worked out in I for the case of a two
level system. In this paper, we study a model of an N
level atom S coupled to a boson reservoir R initially in 
the vacuum state and whose time correlation functions 
are Gaussian (which in particular implies the one-parti
cle energy operator to be unbounded from below as well 
as from above). We derive an explicit formula for the 
reduced Heisenberg dynamics t - Ilt of the system and 
then show that in the limit interaction when the two-
point time correlation functions of R become 6 functions, 
t - Ilt goes over into a completely positive Heisenberg 
dynamical semigroup. In this limit, the meaning of the 
coefficients {c

jj
} becomes clear: they are directly re

lated to the strength of the interaction and appear as co
efficients of the two-point time correlation functions of 
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the reservoir operators occurring in the expansion 
of the interaction Hamiltonian over the matrices F j' In 
this connection, any completely positive dynamical 
semigroup can be obtained by suitably changing the in
teraction parameters, since the matrix {ciJ} need not 
satisfy any restriction beyond positivity. Our model is 
similar to one considered by Hepp and Lieb. 3 These 
authors however make use of fermion reservoirs. We 
develop the model in Sec. II. In Sec. III we briefly dis
cuss the case, which can be treated formally in an 
analogous way, of an N-level system whose Hamiltonian 
contains a stationary stochastic contribution. An exam
ple is provided by the motion of a spin magnetic 
moment in an external fluctuating magnetic field. 4 

Without restriction to the Hilbert space being finite 
dimensional, the general problem has also been re
cently studied in some detail by Fox. 5 For earlier 
papers on systems with stochastic Hamiltonians see 
Refs. 6 and 7. For an extension of our model to an N
level system coupled to an infinite quasifree Fermi or 
Bose reservoir at an arbitrary temperature see Ref. 8. 

II. MODEL 

We describe our model reservoir by the Fock rep
resentation on Fock space H' of tf2 independent Bose 
fields over the test function space 5 (R) of complex func
tions of rapid decrease on the real line, 

[a,,(j) , a~(g)] = 0, [a,,(j), t4 (g)] = 6"s(j,g), 

a,;3=1,2, ... ,tf2; (j,g) = (j(w)g(w)dw, 

with the free Heisenberg evolution defined by 

t - c:tf: a" (j) - a" (j-t ), t ~ 0, 

where 

jt(w) = exp(- iwt)j(w) 

(2.1) 

(2.2) 

(2.3) 

The infinitesimal generator of t - af is formally given 
by i[ H R' • ], where 

N 2 

HR = 6 r wa~(w)a,,(w)dw, 
0::=1 ... 01) 

(2.4) 

a(w) being the improper fields, a(j)= (:j(w)a(w)dw. 
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The initial state of the reservoir is assumed to be the 
Fock vacuum 11, a(/J11 = ° 'tI fE 5 (lR). The Hilbert space 
of the system S is the N-dimensional unitary space 1-/ 
= a;N. Let H s denote the system's Hamiltonian and let 
{F"r,,=1.2 ..... N 2 be a complete orthonormal set (c. o. s.) 
of NXNself-adjoint matrices, Fa=F;, (Fa ,Fa)=Oa8 
(0',p=1,2, ... ,1V2), with F N2=(1/m)1l. We assume R 
to be linearly coupled to S by the following interaction 
Ha milton ian 

N 2 

V= 6 F,,:~ <p~, (2.5) 
Cl'::::1 

with 

(2.6) 

where 

(2.7) 

and 
l-,'2 _ 

6 f~g=oj).v· 
a:::l 

Set <p~ (t) = O'~t<P~. Then we have 

(11, <P~ (11)'" <P~ (t2,,+l)I1)=0, n=0,1 ,2, . 
1 2n+l 

(2.8) 

and 

X<P~ ( )(tp(2r») 11), n=1,2, ... , p 2r 
(2.9) 

where the summation is extended to the set P n of all 
per mutations p of (1,2, ... , 2n) such that p(2r - 1) < 
< p(2r) and p(2r -1) < p(2r + 1). The two-point time cor
relation function is given by 

(11, <P~ (t)<p~(s )11) 
S2 

- -2
1 6 I7.r IlJIJ~(I1, G y una:(.f,)I1) 
TT ')' t G:::1 

1 ( N

2 

) =21T 7~ Illy I2.f;,f1 (j~,rs)=C8ao.(t-S), (2.10) 

where 

(2.11) 

and 

(2.12) 

Let t - Cl!~, t>- ° be the Heisenberg evolution of the total 
system S + R in the space 1-/ i9 1-/' . Denote by t - IY.;, t 
? 0, the free Heisenberg evolution of S in 1-/ (whose gen-

2n-l 

erator is i[Hs,o]) and define t3;=(O':t®ll)(llrgO'~t)O'~. It 
is convenient to study the reduced dynamics of the sys
tern S in an interaction picture corresponding to the free 
evolution of S. If we take into account the invariance of 
11 under the free evolution of R, this is defined by 

(XI' (Yt"A)Yt) = (x t g 11, [ ~(A;;:; 0. )]Yt>'0 11), 

A L ]vI(N) , f? 0, 

where 

(2.13) 

xt=exp(-iHst)x, xEH (same for Yt) (2.14) 

and t3~(A'gll ) satisfies the following differential 
equation: 

where 

F" (f) = exp( - iH sf)F" exp(iH st). 

Introducing the Liouvillian 

"'vf(f)= i 6 [F,,(l)g <p~(I), '], 
Ci:::l 

t3~ is formally given by the Dyson series 

t 
t3~:= Texp(j dsM'(s)) 

o 

(2.16) 

(2.17) 

:= 0. + ~ trill tl df2 ' •• t n
-
l dtnM'(f l L'v1' (12)' •• iVl'(l), 

n=1 0 0 0 

o. (2.18) 

More generally, we define 

J
.t 

p~s:=Texp( dulvI'(u)), t?s?O. 
• s 

(2.19) 

By (2.13), the reduced dynamics Y~ is obtained by aver
aging (2.18) over 11, 

(2.20) 

where we have employed the notation ( ••. ) := (11, ... 11). 
Owing to (2.8), there appear in (2.20) only terms con
taining products of an even number of Liouvillians. 

We now proceed to obtain a simple formal derivation 
of a compact formula for the time derivative of (2.20), 
from which we will obtain a description of the reduced 
dynamiCS in terms of a dynamical semigroups in the 
limit E ~ O. A rigorous but lengthy proof of this result is 
given in Appendices A and B, where we show that for 
any given f? 0 the averaged Dyson series (2.20) is uni
formly convergent on any finite interval 0"" E "" Eo (Ap
pendix A) and that the semigroup dynamiCS is rigorously 
attained as E + ° (Appendix B). We need the following 
formula, which is proved in Appendix C: 

(M'(t)"'l'(t,)'" M'(t2n_ l )(A:911. ):= i 6 {(<p~(t)<p~ (tJ.)F,,(t)(M'(tl)··· M'(l'_l)L" (t.)M'(t·+ l )··· ;'vI'(t 2 _l)(A:9l1.) 
J =1 j J j J J n 

(2.21) 
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where summation from 1 to 1f2 over repeated indices a
j 

is understood and where 

L ",(t): =i[F,,(t)01L, • ]. (2.22) 

From (2.20) we get 

d(Y~A) =t (tdt {
t1

dt2'" {t2n-2dt (M'(t)M'(t)'''M'(t )(A0 1L) 
dt n.1 Jo 1 Jo 1 2n-1 1 2n-1 , (2.23) 

Then, introducing the notation 

~ (t 
= i 22.0 Jo ds{(cp~ (t)cp~(s )F ,,(t)(I~(t, s)L ~(s )I~(s, OHA 01 ) 

- (cp~(s )cp~(t)(I~(t, s )L~(s)I~(s, O)(A ®IL )F" (t)}. 

Hence, from (2.10), (2.18), (2.19), and (2.29) we get 
(now writing explicitly the summation over a and 13) 

d(Y1A) N2 £t 
~ = ~f.1 c",~ 0 ds 6,(t - S){F8(t)(.~,sL,,(s)!3~(A®lI.) 

- (!3: • .L~(s)!3~(A®lI.)F,,(t)} (2.25) 

Since lim .. o 6. (u) = 6(u) by formally taking the limit as 
dO and setting lim .. 0 Y~A= Y~, we finally obtain d(YtA)/ 
dt = S(t)(ytA) , where 

1 N
2 

S(t)=2" L; c,,8{[F8 (t), .]F,,(t)+F8(t)[·,F,,(t)]}. (2.26) 
a ,8=1 

Hence 

(2.27) 

As stated above, rigorous proofs of the convergence of 
the series (2.20) and of the convergence of Y~A to (2.27) 
as € -+ 0 are given in Appendices A and B, respectively. 
The Heisenberg reduced dynamics is defined by 
(x,(J.l~A)y)=(xl'(Y:A)Yt). Hence, by (2.16), (2.27), and 
(2.26), the limit reduced dynamiCS t - I1 t = lim .. o J.l~, 
t ~ 0, is a completely positive dynamical semigroup 
t - I1 t = exp(Lt), whose generator is given by 
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(2.24) 

L:A - LA=i[Hs+H,A] 
1 N

2
_1 

+2" L; c/j{[Fj,A]F/+FAA,Fi ]}, AEM(N), (2.28) 
/ ,J.1 

where 
2 

~ 1 N-1 

H=---,0 (ImclN2)F,. (2.29) W 1·1 

Equation (2. 28) has precisely the form (1. 6) (recall that 
tpe F;'s have been chosen to be self-adjoint). The term 
H describes a shift of the energy levels produced by the 
coupling of the system to the reservoir. By varying the 
coefficients of the expansion (2.6) one can obtain, in the 
limit € -+ 0, any given completely positive dynamical 
semigroup, since one can fix at will the eigenvalues 
II1 r l2 and the corresponding eigenvectors f~ of the 
matrix {caE}' In our model, the interaction of the system 
with the reservoir takes place through a process of 
emission and absorption of Bose quanta and the eigen
values of the matrix {coo;} play the role of coupling 
constants. 

III. N-LEVEL SYSTEM WITH FLUCTUATING 
HAMILTONIAN 

In a way formally analogous to the above one can 
study the behavior of an N-level system on which the 
effect of the surroundings can be represented by the 
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addition to the Hamiltonian of a stationary stochastic 
term. An example thereof which has been recently 
studied in detail is provided by the motion of a spin 
magnetic moment in an external fluctuating magnetic 
field. 4 We refer to other existing work5

- 7 for general 
treatments and for the discussion of other phySical ap
plications, and confine ourselves here to a few remarks 
concerning the derivation of the average dynamics of the 
system. The Hamiltonian of the system is given by 

(3.1) 

where iiU) is the external stochastic term. Expand flU) 
over a c. o. s. of self -adjoint matrices {F"}"=I.Z ••••• Nz 

with F N 2= (1/YN)1: 

flU) = f F,,'P,,(t). (3.2) 
!¥=l 

We consider the situation when the external "classical 
fields" are Gaussian and stationary. In other words, 
their time correlation functions ('P"! (tl)' •• 'P"n(tn) are 
specified by the generating functional 

F(X)=~XP(i El: dtX,,(t)'P,,(t~ > 
= (-~ "~IC"8f: dt!: dsX,,(t)Xa(S)OEU-S)), (3.3) 

where o.(t - s) is given by (2.12). By successively com
puting the functional derivatives of (3. 3) at t = 0 we ob
tain that the odd-point correlation functions vanish, 
whereas 

(3.4) 

and the higher-order even-point correlation functions 
are expressed in terms of (3.4) by Wick's formula (2.9). 
The dynamics of the system is obtained by averaging 
(3.2) and can be computed exactly in the same way as 
in Sec. II. One arrives once more at formula (2.25) for 
the average dynamics in the interaction picture relative 
to the free evolution and, in the limit E + 0 (white noise), 
the average Heisenberg dynamics is a completely posi
tive dynamical semigroup whose generator is given by 
(2.28). However, in the present case the positive matrix 
{c"a} is symmetric. Therefore, H=O (no level shift) 
and the generator L is written 

L:A- LA=i[Hs,AJ 

1 N
2

_1 

-2" 1~ICij[FI'[Fj,A]], AEM(N). (3.5) 

The corresponding generator of the Schrodinger 
dynamics is 

(3.6) 

As L* 11. = 0, the central state (1/N)1 is invariant under 
the evolution. This was to be expected, since the 
dynamics is an average of Hamiltonian dynamics each 
of which is centre preserving. In the case N = 2, the 
commutation relations [Fp FJ]=i..f2b~=IEIJlFI (i,j= 1,2, 
3: fiji is the Levi-Civita symbol) show that the condition 
that the matrix {clih.J=I.2 ..... N2-1 be symmetric is also 
necessary for the central state to be an invariant state 
of the dynamical semigroup. On the other hand, the con
dition is only suffiCient if N>2 ,and not all center-pre-
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serving dynamical semigroups can be obtained by the 
procedure above. This fact seems to indicate that, un
less N=2, not all center-preserving completely posi
tive dynamical maps9 of an N-level system can be ob
tained as convex combinations of unitary transformations 
p-UpU*, U*U=1. 

IV. CONCLUDING REMARKS 

In this paper, we have constructed a simplified model 
of an N -level atom S in contact with an infinite free 
boson reservoir R, which allows for the derivation of 
a formally simple formula [Eq. (2.25)] for the reduced 
dynamics of S and shows that the latter becomes rigor
ously Markovian in the limit of infinitely short correla
tion times of the reservoir operators which occur in the 
interaction. The model displays as well the completely 
positive character of the reduced dynamics of S as 
stemming from the automorphic nature of the global 
dynamics of S + R (as discussed in I) and is sufficiently 
general to allow for the derivation, in the Markovian 
limit, of any completely positive dynamical semigroup 
for S by suitably varying the interaction parameters. 
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APPENDIX A 

In this appendix we show that for given t:;,o 0, A E M(N) , 
and Eo> 0 the series (2.20) is uniformly convergent in 
M(N) on the interval 0.; E .; fa. First observe that 

ME U) ••• ME (tn)(A 01) 

=in 6 (-l)n-kV"(t ) ••• V'(t )(A01) 
[I.k.n] 11 i k 

(A1) 

2 
where V"(t)=b~=l F"U)0 'P~U) and where the summation 
is extended over all partitions [i, k, n] = (iI' ... ,ik), 
Uk+I>' .. ,in)' k=O, . .. ,n, of (1, ... ,n) such that il 
< i2 < ••• < i k and ik+1 > ik+Z > ••• > in' There are 2n such 
partitions. We also introduce the notations F= sup"IIF" II 
and C2 = b~~ad I c"al. Since the norm of a matrix is in
variant under a unitary transformation, we have F 
=sup",tIIF,,(t)I!. Then, if (iI> ... ,ik ), (ik+I> ... ,i2n) is 
a partition as above and x, y E H = (CN we have, using 
(2.9) and (2.10), 
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Hence, since 

6 n 6,(ti - ti ) 
pE P n r=l P(2r-1 ) p(2r) 

is a symmetric function of tu ... ,t2n , 

(A2) 

From (2.20) and (2.24) we have 

(x, (Y~A)y)= (x,Ay) +t(x 61 O,I~n(t,O)(A2Il)y61 0), t?- 0, 
n;:::1 

(A3) 

and, from (A2), noting that the summation at the right-hand side (2.9) contains (2n)!/2"n! terms, 

(A4) 

Now if t?- ° we have 

Therefore 

l(x00,I;n(t,0)(A011. )y 0 0)1-'S IlxllllyIIIIAII[(2F"C2t)n/n!], t?-O, E?-O. (A5) 

From (A5) there follows the uniform convergence of (A3) on any finite interval 0 -'S E '" EO' 10 

APPENDIX B Lemma 1. Define the operator 1>(t,s): M(N) - M(N), 

From the uniform convergence of (2.20) on every 
finite interval 0 -'S E -'S Eo (see Appendix A) it follows that, 
in order to prove that limelo Y~A= ytA, where ytA is 
given by (2.27), it is sufficient to show that (2.20) tends 
to (2.27) termwise. 11 In other words, in terms of matrix 
elements, we must show that 

lim (x 61 0, I;n(t,O)(A2Ill)y61 0) 
.. 0 

J't lt1 ft 1 = dl1 dt2 • • • ".. dtn 
o 0 0 

(El) 

The statement is trivial for t = 0, hence we assume 
throughout t> O. We need some preliminary lemmas. 
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t?- S ?- 0, as 
N2 

1 
A-.(t s)B=- 6 c ~, 2 aa 

O! ,13=1 

x {[Fa(s ), B]Fa(t) + Fa(t)[B, F,,(s )]}, B <C M(N). (B2) 

Then, with the notations of Appendix A, we have 

111>(tll '2)1>('3) 14) ••• 1> (l2n_ll '2n)B II -'S (2C 2 p2)n II B II. (B3) 

Proof. We have 
N2 

111>(t,s)BII-'S~ 6 Ic"aIIIFa(s)BF,,(t)-BFa(s)F,,(t) 
a ,8=1 

+ Fa(t)BF,,(s) - Fa(t)F,,(s)BII 
N

2 

-'S~ 6 Ic"aI4F"IIBII =21IBIIC2F". 
0: ,8=1 
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By iteration, the statement follows. 

Lemma 2. With the notation Ut=exp(-iHst) [see Eq. 

(2.16)] and those of Appendix A we have 

IIF",(t)-F<>(s)II~2FIIUt_s-n.II, t?s>O. 

Proof· 

II Fa(t) - Fa(s) II = II U t_sF ,,(s )Ui_s - Fa(s) II = II (Ut-s -11 )Fa(s )Ui_s + F ",(s)(UL - 1) II 

= II (U t-s -11 )F,,(s)Ui_s + F",(s )U;_,(11- U t_) II '" II Ut _s -1'-11 211 Fa(s )Ui-sil '" 211 Fa(s) II II U t _s - 1111 '" 2FII U t _s - 111· 
Lemma 3. With the notations of Appendix A and of Lemmas 1 and 2 we have 

Proof. Using the result of Lemma 2 we obtain 

1 N2 

II </>(t,s)B - </>(s,s)B II "'2;0 I C",B I II Fa(s)B(F",(l) - Fa(s) 
Ct ,13=1 

+ (Fa(t) - F/3(S »BF",(s) - BFIl(s )(F",U) - Fa(s) - (Fe(t) - Fa(s)Fa(s)B II 
N 2 

'" 2:; Icaal{IIF,,(t)-F,,,(s)IIIIFa(s)IIIIBII + IIFa(t)-Fa(s)IIIIFa(s)IIIIBII}",4(CF)21IBIIIIUt_s-111. 
Q: ,.8:::;1 

Lemma 4. Given an integrable function /I.(IHi2' ••. ,12n_U t2") we have 

Proof. For a function of two variables /l(tp t2 ) is easily seen that 

ttdt1 t1 dt2 /lU1, t2 ) = P ds t-
s 
dx /l(s + x, s). 

o 0 0 a 

By applying repeatedly this formula the statement follows. 

In the following, we also use the notation 

2 
ll.(x) = Vir exp( - X2) 

Proof of (Bl). From (Bl), (2.9), (2.10), and (B2), we have 

t> O. 

where in the operator J ([1' ... ,t2") only terms occur which contain products 0;,1 0, Up (2r-1 )- tp (2r » in which the 
permutation p is such that I p(2r -1) - p(2r) I > 1 for some r. Hence we obtain, analogously to (B2), 

From (2.26) and (B2) we have S(t) = </>(t,t), hence, by (2.24) and (B8), 

k81 n ,1;n(t, O)(A®l1 )y 8l n) - f dt1 I: 1 dt2 •• • f"..1 din (X, [S (I, )S(t2 )·· ·S (fn)A]y) I 

.:S I I: dt1 t 1 dt2 ••• f 2n
_
1 

dt2n 2no. (t1 - t 2 )0. (f3 - t4 ) ••• ii. (t2n_1 - t2n)&, [</>(t1 , t 2)</>(t3' t4 ) ••• </>(t2n_1 , t2n )A ]y) 

- r: dt1 C1 dt2• •• r:"..l dtn (X, [</>([1, t1)</>(t2' t2) ... </>(t", tn)A]y) I 
t t1 t 

+ I Ia dt1 Ia dt2 • ··C 2n-1 dt2n &, [J (f1, •.. , t 2n )A]y) I , t > O. 

Let us denote by a~(t) and i3~(t) the first and second term at the right-hand side of (BIO), respectively. From 
(B9), Lemma 4., (B7), and the symmetry of the function L;pE: P

n 
0;,1 0.(tP(2r_ll - fP (2 r »' we have 
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(B5) 

(B6) 

(B7) 

(B8) 

(B9) 

(BIO) 
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Since1C~Cx)dx=land t>O, we have 
_1 _1 

lim-+(~ (tdt11e. t, dX~Cx»)n=~; also, lim [ (sr-l-Sr)~Cx)dx=l fors r_1
>sr' 

e.O n. Jo -._1(l-t1) n. e.O 0 

Therefore, since f~ dS L fosl ds2••• f:..-1 dS n = tnln! , we see that 

1t i81 is 1 f e-
1
(1-s1) 1,_1(81-S 2) J,_I(s l-S ) tn 

lim dS I ds 2'o, n- dsn dX 1 dx2'o, n- n dXn~(Xl)~(X2)"o~(Xn)=" 
E ,0 0 0 0 0 0 0 n. 

Hence lim"oi3:(t)=O. We now turn to the consideration of O'~(t). Using lemmas land 3, we have 

O':(t) = I t dl1 PI dt2 ••• t 2n -1 dt2n 2
no, ((1 - t2) 0, - t4 ) ••• 15, ((2n-1 - t2n ) 

o 0 0 

x {(X, [(1)(tu t2) - 1>(t2, t2»1>(t3' t4 ) ••• 1>(t2n-U 12n )A]y) 

+ (X, [1>(t2, t2 )(1)([3' t4 ) - 1>(t4 , t4 ) )1>(15, ts)' •• 1> (t2n_1> t2n )A]y) 

+ •.. + (X, [1>(t2, t2)1>(t4 , t4 ) ••• 1> (l2n_2, t2n _2) (1) (t2n_1> t2n ) - 1> (t2n , t2n »A]y) + (X, [1>([2,12)1>((., (4) ••• 1>(t2n , t2n )A]y)} 

- I t dt1 P1dt2 ••• I tn-ldtn(x, [1>(tU t1)1>(t2' t2)··· 1>(tn, tn)A]Y) I 
o 0 0 

!S II x II II y Ilfot dt1 It 1 dt2 ••• J t2n_1 dt2n 2no, (t 1 - 12 ) ••• 0, ([2n-1 - t2n ) 
o 0 

X {II (1)(t 1, t2) - 1>([2' (2»1>(t3, t4 ) ••• 1>(12n_I' 12n )A II + ..• + II 1>(t2' 12) ••• 1> (t2n-2 , 12n_2)(1)(t2n_1, 12n ) - 1>(t2n,2n»A II} 

+ I t dt1 •• , /2n-l dt2n 2
nO, (tl - t2) ••• 6, (t2n_1 - t2n )Cx, [1>(t2, t2) ••• 1>U2n , t2n )A]y) 

o 0 

It-s IS -s IS 1-
S II II xl2 Idxl 0

1 2dx2 '" n- "dxn2"6,(x1)"'6,(xn)( ux1 -[ + ... + IIUx -[II) 
o 0 n 

Since t> 0 and since limuoll U'x
r
-lI.ll=O ([=1, ... ,n) and (~(x)dx=l, this expression tends to zero as dO. 

This completes the proof of (Bl). 
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APPENDIX C 

We note that (2.9) in equivalent to the following formula (for convenience, we drop the E in the sequel): 
2n 

(cp", (tl)CP", (t2)'" CP'" (t2n » = 'L (cp'" (t1)cP", (t)(cp", (t2) .. • CP"" (lj_l)CP",. Yj+rl'" CP"'2 (t2n» 
1 2 2n j ~2 1 j 2 J _1 1+ n 

2n-l 

= 'L (cp",.(tj)CPa (l2n»(CP", (tJ ... CP", (tj_l)CP", (tj+l)'" CP'" 1 (t2n_l» , n= 1, 2, .... 
j=l J 2" 1 1-1 j+I 2n-

We have (summation over repeated Greek indices is understood throughout in the following) 

(M(t)M(t
1

) .. 'M(tzn_l)(A 01» = iF ,,(t)«lI. N 0 <p ",(t»[M(t1 ) ••• M(t2n_1 )(A 0ll )]) 

- i([M(tl)" ·M(t2n-l)(A0l)](D. N 0 cp"(t»)F,,,(t) , 

Using (Al) and (Cl), the first term at the right-hand side of (C2) can be expressed as follows: 

iF ,,(t)«1I. f{0 cp",(t})[M(tl) 0 .. M(t2n_l)(A 0 II )]) = iF .,.(t)i<2n_l) 6 (_ 1)2n-l- 1 

1I,I,2n-lJ 

X(cp,,(t)cP,,, (ii ) •.• CP"'2 l(ti l)F", (tIl" 'F", (ll )AF"'I+l(tj ). "F", (liz 1) 
1 1 n- 2n-l 1 l I J+l 2"-1 n-

XiF (t)i(2n-1l 6 2:1 

(_1)2n-l-1(cp (t)cP (t »(cp (t ) ... cP (t )cp (t ) .. , cP (t » 
" 1I,I,2n-l1 i:l '" "'j ij "'I 11 "'j-l i j _1 "'j.l ij+l "'2n-l i 2n_1 

We now select all the terms in the double summation for which i j is equal to a given integer k (1 ~ k ~ 2n - 1). 
Clearly, the sum of all these terms is equal to 

Hence we have 
2n ... l 

iF", (t)«l /9 cp",(t»)[M(ll) .. 'M(t2n_l)(A 0ll )]) = 6 (cp ",(t)cp", (tk»F ",U)(M(tl) , .. M(tk l)L '" (tk)M(lkOrl'" M(t2n_l)(A (1». 
k:l k - k 

In the same way, we get that 
2n-l 

i([M(tl) ••• M(t2n_1 )(A Sill)] (11 N 0 cp ",(t»)F ",(t) = i 6 (cp", (tk)cp", (i»(M(t1 ) ••• M(tk_rlL" (tk)M(ik+l )'" M(l2n-J(A 01 »F ",(i). 
k:l k k 

substituting (C3) and (C4) into (C2), we obtain (2.21). 

(C1) 

(C2) 

(C3) 

(C4) 
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pression of Lp converges in the trace norm, for all pE. TifI). 
The restriction of norm continuity is a strong one, since it 
is equivalent to the boundedness of L, a property which is 
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infinite dimensional. However, there is some hope that the 
foregoing result can be extended to the general case with un
bounded operators H and Vi [G. Lindblad (private 
communication) J. 

the author was able to show, by means of the introduction of 
a suitable dissipation function, that the generator L of a norm 
continuous completely, positive Schrodinger dynamical semi
groupt-exp(Lt):T(ff)-T(f!J, t?:-o,H separable, can be 
written in the form 

L :p- Lp~ - i[H, pI +~L;{[Vi,PVtJ + [ViP, VtJ}, 
i 

where H is a bounded self-adjoint operator and {Vi} is a 
(possibly finite) sequence of bounded operators such that 
L; i VtVi converges ultraweakly inS ifI). The series in the ex-
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3K. Hepp and E.H. Lieb, Helv. Phys. Acta 46, 573 (1973). 
4C. Itzykson, Commun. Math. Phys. 36, 19 (1974). 
"n.F. Fox, J. Math. Phys. 13, 1196 (1972); 13,1726 (1972); 
14,20 (1973); 14,1187 (1973); 15,217 (1974); 15,1479 
(1974); 15, 1918 (1974); 16, 289 (1975). 

sH. Primas, Helv. Phys. Acta 34, 36 (1961). 
lR. Kuba, J. Math. Phys. 4, 174 (1963). 
SA. Frigerio and V. Gorini, J. Math. Phys. (to be 
published). 

9By a dynamical map we mean a positive trace preserving lin
ear map M{N) - M(N). 

lOJ. M. Hyslop, Infinite Series (Oliver and Boyd, London, 
1965), theorem 36. 

l1Reference la, theorem 39. 
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On space-time Killing tensors with a Segre characteristic 
[(11)(11)] 

I. Hauser and R. J. Malhiot 

Department of Physics, Illinois Institute of Technology, Chicago, Illinois 60616 
(Received 24 March 1975) 

We consider the set of all space-times which admit a Killing tensor Kai3 whose Segre characteristic is 
[(11)(11)] and whose eigenvalues A' and A' satisfy the condition that dA' i\ dA' is not null. We prove that 
there locally exist scalar fields <1>3, </14 such that A', A', </13, </14 constitute a chart, and dA'·dA' = dAi.d</l' = 0 for 
i = I, 2 and r = 3, 4. Also, relative to this coordinate system, the metric has the same general form as 
Carter's Hamilton-Jacobi separable metric except that his arbitrary functions of A' are replaced by 
functions of Ai, </13, </14. If R a~(\1 aA ')(\1 ~A') = 0, there exists a two parameter Abelian group of isometries which 
commute with Ka/l; also (</13,</14) can be chosen so that %¢3and O/O¢4 are the Killing vectors. 
R a~(\1 aA ')(\1 j3A ') = 0 is necessary and sufficient for Schrodinger equation separability in case (a) of Carter. A 
Newtonian analog of our results is discussed. 

1. INTRODUCTION 

Amongst the space-times with two parameter Abelian 
isometry groups, the Kerr metric and the other 
Hamilton-Jacobi separable space-times studied by 
Carterl each admits a Killing tensor Ko:G whose Segre 
characteristic is [(11)(11)]. We recall that a Segre cha
racter:stic of [(11)(11)] means that there exists a null 
tetrad2 consisting of two real vectors kex., nlex. and two 
complex vectors t ex , tt. such that kex. rnex. = lex tex. '" = 1 and 
such that 

(1) 

,,1 and ,,2 are the eigenvalues of the tensor. 

We are going to consider those space-times which 
admit a [(11)(11)] Killing tensor subject to the condition 
that the 2-surfaces Ai = const (i = 1,2) not be null almost 
everywhere; i. e. , 

(2) 

almost everywhere. 

Howevev, we ave not going to postulate the existence 
of allY Killing vectoys as an independent assumption. In 
fact, it is OUY objective to demonstYate that, foya byoad 
class of m.attey tensors which include the vacuu'm as a 
special case, Eqs. (1) and (2) are SUfficient to imply 
the existence of a two pavametey Abelian isometry group 
which automatically commutes with the given Killing 
tensor and whose surfaces of transitivity are the Sur
faces of constant Ai 0 

Specifically, we will prove the following theorems 
concerning any space-time which admits a [(11)(11)] 
Killing tensor: 

(I) The linearly independent eigenvectors k", and 1nex. 
of the Killing tensor are shear-free geodesic fields and 
are, therefore, principal null vectors of the conform 
tensor. 3 

(II) For any given point Po in the support of (d"l 1\ d,,2) 
. (d"l/\ d,,2), there exist scalar fields rp3 and rp4 such 
that Xl = Al , x2 = ,,2, x3 = rp3, X4 = rp4 constitute a chart 
which covers PII, and 
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dAi.drpr=O, i:=1,2, r=3,4, 

dA1 ·d,,2=O. 

(III) The metric tensor components relative to the 
above chart (Theorem II) have the same general form 
as Carter'sl Hamilton-Jacobi separable metric except 
that his arbitrary functions of "i are to be replaced by 
functions of "i, cp3, and </J4. As we will see, the depen
dences on rp3 and rp4 are not arbitrary. (A complete 
wording of this theorem will appear in Sec. 3.) 

(IV) Suppose that, in addition to Eqs. (1) and (2), there 
exists a two parameter Abelian isometry group which 
commutes with K exBo Then, 

(a) the 2-surfaces of transitivity are not null and are 
the surfaces of constant ,,1 and \2, 

(b) </J3 and rp4 (see Theorem II) can be chosen so that 
a /a</J3 and a /arp4 are Killing vectors for the group, and 

(c) as a corollary, the existence of this kind of sym
metry group taken together with Eqs. (1) and (2) are 
collectively equivalent to Carter'sl Hamilton-Jacobi 
separability criteria for the case where his Ul and U_l 

are not constants. 

(v) Equations (1) and (2) and the additional assumption 

(3) 

are sufficient to imply the existence of a two parameter 
Abelian isometry group which commutes with Kex.e. 

(VI) Equations (1), (2), and (3) are collectively equi
valent to Carter'sl Schrodinger equation separability 
criteria for the case where his U1 and U_l are not con
stants [his Case (a)]. 

The above theorems are in the order in which they 
will appear during our presentation of the subject. The
orems (I) and (IV) have been independently proven by 
Dietz.4 Theorems II, III, V, and VI constitute new 
results. 

It should be noted that Theorem I follows directly from 
the assumption that the Killing tensor has a Segre cha
racteristic [(11)(11)]; Le., Eqo (2) need not be assumed. 
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Theorem II is important, because it provides a canoni
cal coordinate system which can be used for the analysis 
of all space-times which admit [(11)(11) 1 Killing tensors 
subject to Eq. (2). The specifics of this coordinate sys
tem and the precise form of the corresponding metric 
are cDntained in our prDof of Theorem III. As regards 
Theorem IV, note that an immediate consequence of this 
theorem is the invariance of the space-time with re
spect to simultaneous inversion Df both Killing vectors. 4 

Theorem V is especially striking, since the premises 
say nothing about the algebraic classification of the con
form tensor; nothing is assumed except Eqs. (1), (2), 
and (3). The result is consistent with and throws new 
light on the observations of Hughston, Penrose, 
Sommers, and Walker5 on Killing tens Drs of type D 
vacuums. Theorem VI provides us with a physical cri
terion (vanishing of a given matter tensor component) 
for Schrodinger equation separability. 

In Sec. 2, we will substitute Eqs. (1) and (2) into the 
defining equation "\7(aKSn = 0 for a Killing tensor, and 
we will derive the well-known necessary and sufficient 
set of conditions6 which the coefficients of rotation must 
satisfy if the space-time is to admit a [(11)(11)] Killing 
tensor. In Sec. 3, we will prove Theorems I-IV. In 
Sec. 4, we will prove Theorems V and VI. In Sec. 5, 
we will describe an interesting Newtonian counterpart of 
our Theorems II, III, and V, and we will briefly discuss 
the bearing of our results on the search fDr nDnstationary 
space-times which admit nonreducible Killing tensors. 
Also, we will discuss some of the work which remains 
to be done on «11)(11) 1 Killing tensors. 

2. KILLING TENSOR EQUATIONS IN NULL 
TETRAD FORM 

We let k, m, t, t* denote any null tetradZ conSisting of 
real I-forms k, m and complex I-forms t, t* such that 
t* is the complex conjugate of t, and k . m = t . t* = 1. 

The script variables which we use for coordinate tet
rad components of tensors are 

C1', /3, •• , with values 1, 2, 3, 4, 

i, j 

r,s 

with values 1,2, 

with values 3, 4. 

For null tetrad7 components, we use script variables 

a, b, • •• with values k, m, t, t*. 

The metric components gab = g(ab) all vanish except for 
gkm =gtt* = 1; also, gab =gab' Therefore, for any I-form 
u, we have um=if, ut * =ut

, etc. 

The null tetrad components of the differential of any 
scalar field ¢ are denoted by da¢. To compute the null 
tetrad components of covariant derivatives, we simply 
adopt the equations of the classical theory6 of ortho
normal components with the only changes being in the 
specific values of the metric components. For example, 
the null tetrad components of the covariant derivative 
of any second order tensDr are given by 

(4) 

~1cab = - nCba are the coefficient of rotation, 6 which are 
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defined to be the null tetrad components of the covariant 
derivatives of the null tetrad members. For example, 

ntkm = ta ("\7 a ks)m8
, 

It is convenient to introduce the special notations 

(5) 

Pa, Qa, Va and wa may be complex, 11k , VI> Revt*, and 
Imvt* are the geodesy, shear, divergence, and twist of 
the null congruence defined by k; the corresponding op
tical parameters for the null congruence defined by III 

are Ulm , Wt *, Rewt. and Imwt • All of the coefficients of 
rotation are simple multiples of P a' Qa, Va, lOa, v~, w~. 
As a note of caution, we always use the convention v: 
= (v a)*· 

We select our null tetrad so that the [(11)(l1)J Killing 
tensor Kat8 has the canonical form given by Eqo (1), 
i.e., all Kab =K(ab) vanish except for 

Kkm=>C\ K tt* = >c2
, 

We proceed to substitute this canonical form into the 
defining equation for a Killing tensor, viz., 

"\7(CK ab)=O. 

Equations (4) and (5) are used in the calculation, which 
is straightforward and yields the following necessary 
and sufficient set of conditions for Kab to be a Killing 
tensor: 

d>c1 =p2[(Wk + v~)t + (wt-t l'm)t*), 

d>c2 =p2[(Wt + wt)k + (v t * + vf*)m], 

where we let8 

p2=>c2 _Al. 

(6) 

(7) 

(8) 

From Eqs. (6), we immediately see that both k and m 
are shear-free null geodesic fields and are, therefore, 
principal null vectors of the conform tensor. 3 This is 
Theorem I of the Introduction. 

So far, we have not used the nondegeneracy condition 
of Eq. (2). From Eq. (7), we see that Eq. (2) is equi
valent to the condition 

(9) 

If the space-time is such that p2 is positive definite Dr 
is negative definite in the support of (dA1 /\ dA2) 0 (dA1 /\ dA2), 
then we will select the arbitrary sign in KaS so that p2 :> 0 
in the support. Otherwise, we will restrict our subse
quent calculations to those events at which p2 :> O. How
ever, this involves no loss of generality, because the 
results for negative p2 can be obtained from the results 
for positive p2 by simply replacing p with I pi 0 8 

The next step is to apply the integrability conditions 
d 2Ai =0 to Eqs. (7). Here, we adopt the convention of 
suppressing the symbol /\ in exterior products of differ
ential forms. 7 For example, d 2Ai = d /\ d>c i

, and Ill' = /1/\ 1', 

The exterior derivatives of the null tetrad members in 
Eqs. (7) are computed from the equations7 

dk =Pk + v*t + vt*, 
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dm = - Pm + wt + w*t* , 

dt = - w* k - vm + iQt, 

(10) 

where P, Q, v, ware the I-form whose components are 
Pa' Qa, va, wa respectively. The results of our straight
forward efforts are expressible in terms of components 
relative to the 2-form basis km, tt*, kt, kt*, mt*, mt 
as follows: 

\V m\ = \wk \, vt*Wt = (Vt*Wt)*, 

dt(Wk +v~) - dt*(wk' + v"') 

= - iQt(Wk + v!) - iQt(wt + vm), 

dk(wk +v!.)=- (2vt* +vt* +iQk)(Wk +v;t;.), 

d",(wk + v!.) = - (wt + 2wr + iQ",)(Wk + v;t;.), 

dk(wt + wtl - d",(vt* + vt*) 

= -Pk(Wt + wn -Pm(v t * +vt*), 

dt(vt* + vt*) = (v m + 2wk' + Pt)(vt * + vt*), 

dt(wt + wn = (2v m + wt - Pt)(Wt + wt). 

(11) 

(12) 

(13) 

(14) 

(15) 

(16) 

(17) 

Equations (9) and (11) now give us the opportunity to 
achieve a considerable simplification by taking advan
tage of the fact that the canonical form of Eqo (1) is in
variant under the transformation 

k - i'-k, m - e-xm, t _ e-10t, 

where X and 1; are any real fields. Under this trans
formation, as can be seen from Eqso (5), 

Therefore, we can and do select our null tetrad (which 
is then uniquely determined except for a discrete group) 
so that 

V'" =wk =' Yt + il\, 

vt * = (Wt =''Yz + iOz, 

E = ± 1, 'Y;, 01 are real. (1S) 

The integrability conditions of Eqso (11) are now auto
matically satisfied, and we have selected a null tetrad 
for which Eqs. (7) and (9) reduce to the simple forms 

(19) 

Yt 'Yz '" o. (20) 

Note that dill. d"z = 0, that dill is space like , and that 
d"z is space like or time like according as E = 1 or E = - 1 
respectively. 

In addition to 'Yj and 01, the following scalar fields 
occur with sufficient frequency in calculations to merit 
special notations: 

0'1 =HQt + Qt), i{31 = t(Qt - Qt) 

(21) 

With the aid of Eqs. (lS) and (21), the remaining inte
grability conditions, Eqs. (12) to (17), become 

Pt=io1, -Qk=(Q",=Oz, 

d. 'Y1 = EdmYt = - dt 'Yz = - 3'Y1 'Yz, 
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(22) 

(23) 

(dt - dt*)'Y1 = - 2ia1'Yl' 

(dk - Edm)'Yz = - 2azyz· 
(24) 

With the results of Eqs. (22), note that all of the co
efficients of rotation are now simple numerical multi
ples or linear combinations of the eight real fields 
aj, {31' YI, 01' As regards the rest of the integrability 
conditions, once we have intrOduced a coordinate sys
tem in Sec. 3, Eqs. (23) will become tractable to inte
gration, and Eqs. (24) will enable us to compute 0'1 and 
0'2 in the terms of derivatives of Y1 and 'Y2" 

Before we introduce any coordinate system, however, 
we can extract more flavor from the above integrability 
conditions and from Eqs. (6) and (1S) by exploiting the 
expressions7 for the null tetrad components of the 
Riemann tensor in terms of the coefficients of rotation 
and the differentials of these coefficients. These rela
tions are most conveniently expressed in terms of the 
components 

(25) 

of the traceless Ricci tensor, null tetrad components 
of the conform tensor, and the curvature scalar R. The 
only components which are pertinent to the proofs of 
our theorems or to the discussion of these theorems 
are, after setting Vk=Vt=Wm=wt*=O, as follows7,~: 

R ktmt * =dkwt - dtwk + WkWk* + wtut* 

- iQtWk + PkWt, 

~Stt = - dtv m + (1' m)2 + iQtl'm, 

~Stt = - dtuit + (wt)2 + iQtwt, 

tSkk = d.v t* + (1't*)Z - Pkl't*, 

~Smm = dmwt + (wt)Z + P mWI> 

Skt = - d.v m + dtVt* - I'm(1't* - 1'1* - iQ.) 

Smt* = - dmwk + dt*wt - Wk(Wt - u't - IQm) 

+ Wt(v!. - Wk + prJ. 

(26a) 

(26b) 

(26c) 

(26d) 

(26e) 

(26f) 

(26g) 

(26h) 

(26i) 

The expression for ~Stt in Eqo (26d) derives from a 
computation of R mtkt , whereas the expression for iStt 
in Eq. (26e) derives from a computation of R ktmt • The 
zero values of the conform tensor components in Eqs. 
(26a) are equivalent to the statement that};> and })/ are 
principal null directions, a fact which we have already 
noted. The equal components in Eqs. (26b) and (26c) are 
each equal to Co + (RI12), where Co is a conform tensor 
component. 7 

After substituting from Eqs. (6), (1S), and (22)-(24) 
into the above Eqs. (26), we derive the following key 
results: 

Cil 01 = aZ02 = 0, 

R tt - Rtt = Sial 'Yl, 

Rkk - Rmm = - SCiz'Y2, 

I. Hauser and R.J. Malhiot 
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(30) 

To derive the above equations, we start by using the 
fact that the Riemann tensor components in Eqs. (26b) 
and (26c) are identically equal. Computation of the real 
and imaginary parts of the difference of these equal 
components nets 

-i(dt -dt*)ol +2a101=O, 

(dk - E.dm) 02 + 2a202 = O. (31) 

From the real part of the difference of the two equal 
components in Eqs. (26d) and (26e), 

(32a) 

From the vanishing of the imaginary part of the differ
ence of the two real components in Eqs. (26f) and (26g), 

(dk - E.dm ) °2 - 2a202 = O. (32b) 

Comparison of Eqs, (32) with (31) then yields Eqs. (27). 

Next, Eq. (28) is derived from the imaginary part of 
the sum of the equal components in Eqs. (26d) and (26e). 
Equation (29) is derived from the difference of the com
ponents in Eqs, (26f) and (26g). Finally, Eq. (30) is de
rived by using Eqs. (19) to show that 

R"e{'V"Xl){'VeX2)=4E.p4Yt'Y2{Skt +Stt +E.Smt +E.Smt*), 

whereupon Eqs. (26h) and (26i) and the reality condition 
S;t',t = Smt * do the trick. 

The results in Eqs. (27) constitute a remarkable sim
plification, which will be exploited after we introduce a 
natural choice of coordinates in the next section. 

3. CHOICE OF COORDINATES 

It is desirable to give the reader some perspective 
by first discussing the main results which we are going 
to derive in this section. After this diSCUSSion, the de
rivations will be outlined, 

The I-forms 

Wx =t +t*, w+=k+E.tn, 

(33) 

constitute an orthogonal tetrad, which can be normal
ized10 by dividing each tetrad member by .f2. We will 
establish the local existence of real valued fields 
¢r, E(I), F(I), G:l){i=1,2andr=3,4)suchthat8 

wy=Ar d¢r, 

A r =pL!..-l F(l)G?), 

w+ = (p/2E(2» dX2, 

w_=Brd¢T, 

Br =pL!..-l F(2)G:1>, 

(34a) 

(34b) 

(34c) 

(34d) 

where summation over r is understood in Eq. (34b), and 
a parenthesized superscript (i) indicates that the field 
is expressible as a function of Xl, x2, ¢3, ¢4 such that 

aE(1) aF(l) aG(1) 
ay-=a;r= a{J =0 if i*j. 

The metric involves only six independent unspecified 
fields, since it is invariant under the group of 
substitutions 
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F(I)_\It(l)F(i), G(P-\It(I)G: I ), 

where \It(1) and \It(2) are any scalar fields which have no 
zeros in the domain of (Xl, x2, ¢3, ¢4) and which satisfy 
a\It(/)/axi=o if i*j. 

¢3 and ¢4 are arbitrary up to any coordinate trans
formation which does not involve Xl and ,\2. Therefore, 
for any given point Po in the domain of our chart, we 
can always select (¢3, ¢4) such that Gi2)GP) > 0 in some 
neighborhood of Po. Then, in that neighborhood of Po, 
Eqs. (34b) are expressible in the relatively simple forms 

wy= p{l- J(l )J(2»-lH<1 )(d¢3 +J(2) d¢4), 

w. = p{1- J(l )J(2»-lH(2)(J(1) d¢3 + d¢4), 

where 1- J(l )J(2) > 0, and 

H(1)=F(1)/G41>, H(2)=F(2)/Gi2), 

J(l) = Gil) /G41), J(2) = G42) /G~2). 

(35) 

(36) 

The fields E(I), F(i), G:I
) are not arbitrary. We will 

derive the following relations which they may must satis
fy for i=l, j=2 and for i=2, j=l: 

a E (}) aE(j) 
G(l) _ G(I) = ° 

4 ~ 3 ---a;pr , (37) 

also, 

aA3 aA4 _ aB3 aB4_ W-acp-O, W-acp-O. (38) 

For the general class of metrics defined by Eqs. (1) 
and (2), Eqs. (37) and (38) are the only constraints on 
the fields E(l), F(O, Gii>. The general solution of these 
equations is not pertinent to our current objective of 
proving certain theorems. However, one solution will 
be obtained in the process of constructing our proofs, 
and our work in progress on the general solution will 
be discussed in Sec. 5. 

Finally, we will derive the following expressions for 
the coefficients of rotation, where j = 1, 2: 

'Yj = E. J-1p-3EU), 

__ EJ-1 (j)OE(i> (})OEU») 
aJ - pE(J}F(J) G4 ~- G3 ~ , 

{3J =2EJ - 1 (- l)i E(J)(p2~(n) o~J (L!..-l pF(j»; 

for i=l, j=2 and for i=2, j=l: 

0_- -E. G(i> 4 G(j)u 3 F(O ( )J-1EU) ( oGU) ~G(j») 
1- pL!..FO) 3 ----w - 4 ----w . 

(39) 

(40) 

(41) 

(42) 

Also, the following useful relation derives from Eqs. 
(34d) and (42): 

(43) 

We start our derivations by computing the following 
2-forms from Eqs. (6), (10), (18), (21), and (22): 

dw x = (al Wy + E.'Y2w.)W X , 

dw+= (- E.a2w_- 'Ylwxlw+, 

dw y = (- {31 wx + E'Y2W.)Wy + (2E.°1 W.)W_, 

dw_ = (202wxlw y + (- 'Yl Wx + E.{32W.)W_. 

I. Hauser and R.J. Malhiot 

(44a) 

(44b) 

(44c) 

(44d) 

1309 



                                                                                                                                    

Equations (44cl and (44d) and the theorem of Frobenius 
imply the existence of scalar fields ¢r, An Br (r= 3, 4) 
such that Eqs. (34b) hold. This is the key idea of our 
derivation, and this completes the proof of Theorem II 
as stated in the Introduction. 

The rest of the derivation uses the integrability condi
tions for Eqs. (19) and (34b). Specifically, dwx , dw., 
dw y , dw_ are computed from Eqs. (19) and (34b) in terms 
which involve partial derivatives of the rotation coeffi
cients with respect to Ai and ¢r. The results of this 
computation are equated to their corresponding expres
sions in Eqs. (44). Six of the differential equations which 
are thereby obtained are integrated to yield Eqs. (34a), 
(34c), and (34d), and the remainder are Eqs. (37)-(42). 

A detailed comparison10 of our tetrad in Eqs. (34) with 
the corresponding orthonormal tetrad of Carter'sl 
Hamilton-Jacobi separable space-times demonstrates 
the following statements: 

(1) The set of all of Carter's Hamilton-Jacobi sepa
rable space-times for which his U1 and U_1 are not con
stants is identical with the set of all of our space-times 
for which 

(a) E (1) and E (2) are each independent of ¢3 and ¢\ 
and 

(b) ¢3 and ¢4 can be chosen so that F(i) and G;i) are 
each independent of ¢3 and ¢4 (i = 1, 2 and r= 3,4). 

(2) For the aforementioned choice, our ¢3 and ¢4 are 
Carter's ¢2 and ¢-2. 

Our A1 and A2 are Carter's U1 and U_1 • Carter leaves 
the choice of his coordinates Al and A -1 open, and one 
possible choice (when his U1 and U_1 are not constants) 
is U1 =A1 and U_l =A-1. 

(3) Our general ¢3, ¢4-dependent results, as given by 
Eqs. (34), has the same form as that of Carter if we 
let his U1 and U_l be our A1 and A2 and if we replace his 
arbitrary functions of Ai by functions of Ai, 1:>3, ¢4 sub
ject only to Eqs. (37) and (381. 

The above statements constitute an explication of The
orem III. 

We next prove Theorem IV. The premises of the the
orem assert the existence of linearly independent com
muting Killing vectors ~'" and t'" such that 

L~K"s = LeJ("'B = O. 

Since A1 and A2 are eigenvalues of J("'B, their Lie deriva
tives with respect to the two Killing vectors are also 
zero. Therefore, the 2-surfaces of transitivity are the 
surfaces of constant A1 and A2. Since we are assuming 
that dAl " dA2 is not null, these surfaces of transitivity 
are not null. 

Moreover, the orthogonality of ~ and t to ciA1 and dA2 

implies that ~1 =: ~2 = 1;1 = t 2 = 0 relative to the coordinate 
system Xl =: A1, x 2 =: A2, ,,3 = ¢3, X4 = ¢4. Therefore, the 
(i, r) components of the equations 

L(ff"B = Leff'B = 0 

yield the statement that e, ~4, 1;3, 1;4 are independent of 
the coordinates ,,1=A1 and X 2 =A2. (Recall that;:;ir""O.) 
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Therefore, we can now take advantage of the arbitrari
ness in ¢3 and ¢4 to select these coordinates so that 
~3 "" t4 = 0 and 1;4 = t3 = 1. The rest of the proof of The
orem IV presents no difficulty. 

4. WHEN HIDDEN SYMMETRIES IMPLY ISOMETRIES 

One premise of Theorem V is the statement that the 
space-time admits a [(11)(11) J Killing tensor with eigen
values A1, A2 such that riAl 1\ dAZ is not nulL The only 
additional premise is the vanishing of the Ricci tensor 
component R"'S(V",A1)(VSA2), whereupon Eqs. (20), (30), 
and (27) imply 

<\ 0z * 0, 0!1 = O!Z = o. 
The above results and Eqs. (34d), (37) and (40) imply 
that E (1) and E (Z) are each independent of ¢3 and ¢4o 
This completes the first round of our proof. 

We next examine the implications of Eq. (42). For 
convenience, we select the coordinates ¢3 and ¢4 so that 
GiZ)G~ll ~> O. Then, the forms given by Eqs. (35) and 
(36) are applicable, and the fact that 01 0z * 0 and Eq, 
(42) imply 

aJ<i l 
a>r*0. (45) 

Next, we look at Eq. (43) after refreshing our memory 
with a glance at Eq, (30), Equation (43) and the vanish
ing of R12 imply 

(46) 

whose integral has the form 

l_J(I)J(Z)=(AZ _ At )X(tlX(2) (47) 

where 

ax(i) 
~=O if i*j. 

The general solution of the functional equation (47) sub
ject to the condition (45) is 

(48) 

fl?-;:;It=±l, 

where f, g, lz, f.> may depend on ¢3 and ¢4 but are indepen
dent of A1 and A2 and are independent of i, To prove Eqs, 
(48), take the partial derivative of Eq, (47) with respect 
to AZ, and use the result to eliminate X(l l from Eq, (47) 
and thereby obtain an equation of the form 

where J~, fii' h1' "1 are independent of AI. We may replace 
A2 by one of its values in the above expression for J(l), 

whereupon fl' glP It1' "1 depend at most on ¢3 and ¢4, 
Since aJ(l) /OA1 cannot vanish, f1k1 - gl1t) * 0, and we can 
adjust the arbitrary common multiple of these functions 
to make If1kl - fi1"t[ = 1. 

In continuation of the proof of Eqso (48), a similar 
argument gives us J(Z) = (li2 + i:!ZA2)(f2 + ;:;ZA2,-1, where 
f z, j[2' 1t2' "z depend at most on ¢3 and ¢4, and l.t~kz - j[2li21 

= 1, The substitution of these expressions for J(l) and 
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J(2) back into the differential equation (46) and a straight
forward analysis nets fl = f2' gl = g2' hl = h2' kl = k20 

That completes the proof of Eqso (48L It is now use
ful to take inventory before the next step in the proof of 
Theorem Vo Substitution of Eqso (48) into Eqso (35) 
yields the forms 

Wy = p-1K(1 )[(f + gi\2) d¢3 + (h + Ili\2) d¢4], 

w_ = p-l K(2)[ (f + gi\l) d¢3 + (h + Hl) d¢4], 
(49) 

whereK(l)='f(h+ki\l)H(l) andK(2)='f(f+gi\2)H(2)0 From 

the above Eqs. (49), we can read off the expressions for 
the fields Ar and lin which are defined by Eq. (34b). 

There is only one equation left to satisfy, and that is 
Eq. (38). Upon substituting from Eqs. (49) into (38) and 
using the linear independence of the terms of the zeroth 
and first degrees in i\i, we obtain for i = 1, 2 

f
aK(i) + af K(i)-l aK(i) + ah (i) -----w W - l~ WK 

(50) 
aK(i) ag aK(i) aJ? (i) 

g-----w+WK(i)=J?~+WK 

F rom the above equations and the relation fk - gh = ± 1, 
it is a simple matter to show that there exists a scalar 
field <I> which depends at most on ¢3 and ¢4, and there 
exist scalar fields L (1) and L (2) which depend only on 
i\l and i\2 respectively, such that 

K(i)=<I>L(i) (i=1,2). (51) 

Substitution of this result back into Eqs. (50) yield 

a( <I>j) iJ( <I>h) _ a( <I>g) a( <I>k) _ 0 
-----w-~-av-~- . 

So, there exist scalar fields <I>3 and <I>4 such that 

Substitution of Eqso (51) and (52) back into Eqso 
give us our final results 

w y =p-1L(1)(d<I>3 + i\2d<I>4), 

w_ = p-l L'2)(d<I>3 + i\l d<I>4) 0 

(49) 

(52) 

(53) 

That completes the proof of Theorem V, because <I>3 
and <I>4 are ignorable coordinates, Leo, the four re
maining unspecified fields E(i) and L (i) (i = 1,2) are in
dependent of <I>3 and <I>\ Moreover, Theorem VI now 
follows immediately from the fact that our Eqo (47) is 
equivalent to the following statement when there is in
dependence of <I>3 and <I>4: 

p-2 ~ = (function of i\l) x (function of i\ 2). 

This statement is precisely carter's necessary and 
sufficient condition for his Hamilton-Jacobi separable 
metric to be Schrodinger separable. 1 

5. PERSPECTIVES 

Our key result, Theorem V, was originally suggested 
to us by a Newtonian couterpart. Though the Newtonian 
analogue is an imperfect reflection of our result and 
though it has probably been noted before in the long 
history of classical mechanics, it is sufficiently instruc-
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tive to make its presentation here worthwhile. We first 
review the role of angular momentum in a force field 
derivable from a scalar potential V and a vector poten
tial A. 

Consider any nonrelativistic test particle whose 
Hamiltonian has the form 

H=t(p_A)2+V, 

where V and A are time-independent scalar and vector 
functions of the radius vector x. It is common knowledge 
that the statement that 1 =xxp is a constant of the mo
tion along all possible orbits consistent with the above 
Hamiltonian (analogous to specification of geodeSic or
bits in general relativity) is equivalent to the statement 
that V depends only on r= Ixl and that A have the form 
A = xf where f is also a function of r. Since xf is ex
pressible as the gradient of a scalar field, a gauge 
transformation can remove this term from the scene, 
and we are left with A = 0 and V = a central potentiaL 

Now, suppose that the sources of the force field are 
such that 1 is no longer a constant of the motion, but 12 
is still a constant of the motion. Then, the theory of 
Poisson brackets implies that 

V=U(r)-tA2, A=xf(r)+xXw(r), (54) 

where U(r), f(r) , and w(r) depend only on r. Again, the 
term xf is removed by a gauge transformation. The as
sumption that 12 is a constant of the motion is a viable 
Newtonian counterpart of the statement that a [(11)(11)] 
Killing tensor eXists, though it is admittedly not the 
most general assumption of this kind. The dynamical 
conclusion expressed by Eqs. (54) is the corresponding 
analog of the metrical structure specified by Theorems 
II and III. 

Next, suppose we assume that the entire source of 
the field A is in a bounded region of space and that we 
are external to this region. We interpret this assump
tion as meaning 

(55) 

in that gauge where the central field xf is absent from 
A. Then, w(r) = O!r-3, where 01 is a constant axial vec
tor parameter. The resulting Hamiltonian is 

H=tp2 + U(r) + 1· O!r-3, (56) 

which is axially symmetric about 010 

That is our rough Newtonian analog of Theorem Vo 11 

Of course, if V and A are electromagnetic potentials, 
x x O!r-3 is the vector potential due to a magnetic dipole 
source. It may also represent the analogous term due 
to a spinning mass in a post-Newtonian theory. 

Theorem V has slightly embarrassed the authors, 
because we had contemplated the possibility of search
ing for those axially symmetric non-stationary vacuum 
solutions which admit a [(11)(11)] Killing tensor. If we 
are to find a result which reduces to the Kerr metric 
as some physical parameter is turned off, then we must 
also assume that di\l "di\2 is not nulL Theorem V has 
nullified this class of solutionso 
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One possible alternative seems to be to look at space
times which admit Killing tensors with more than two 
distinct eigenvalues. This remains a relatively unex
plored territory. 

That brings us to the question of what remains to be 
done on [(11)(11)] Killing tensors. Analysis of Eq. (38) 
is in progress, and we hope to arrive at a full solution 
of the problem corresponding to nonzero (dAIA dA2) 

• (dAIA dA2). It should be mentioned that we have con
structed a solution which admits only one Killing vector 
which commutes with KOla, and we have constructed an
other which admits no Killing vector which commutes 
with KOla. 

There are also the problems involving the cases for 
which (dAIA dA2) • (dAIA dA2) = O. Dietz4 has included these 
cases in his recent work on axially symmetric station
ary space-times which admit a [(11)(11)] Killing tensor. 
However, the question of what happens when no iso
metries are assumed is still open, as far as we know. 

Finally, and of greater physical interest than the 
preceding problems, is the study of the interior solu
tions for space-times admitting a [(11)(11)] Killing ten
sor. This is still an open field, 
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When the bases for irreducible representations of a semisimple group are reduced according to a 
semisimple subgroup the number of functionally independent missing label operators available is just twice 
the number of missing labels. The argument presented suggests that the result holds for any Lie group. 

1. INTRODUCTION 

In the application of a Lie group to a physical problem 
it is usually desirable to reduce the irreducible repre
sentations (IR's) of the group into IR's of a subgroup. 
Often the subgroup does not provide enough labels to 
specify the basis states uniquely. 

One resolution of this difficulty is to use as bases the 
common eigenstates of a complete set of commuting 
operators. Besides the generalized Casimir invariants 
of group and subgroup an appropriate number of "miss
ing label" operators must be found. They should be sub
group scalars which are functions of the group genera
tors. We shall show, for semisimple groups, that the 
number of functionally independent missing label opera
tors available is just twice the number of labels actually 
missing. The argument used strongly suggests that the 
same result holds for all Lie groups. 

Numerous examples of the result are known. In the 
case of SU(3)::) 0(3) there is one miSSing label. Long 
ago Racah l proposed two independent missing label 
operators; he surmised and Judd, Miller, Patera, and 
Winternitz2 later proved that they constitute the most 
general solution of the missing label problem. Recently, 
a similar result was shown to hold3• 4 for all cases of 
compact group- subgroups with one miSSing label. Two 
cases with two missing labels have been investigated, 
SU(4)::) SU(2) x SU(2) (the Wigner supermultiplet model5) 

and 0(5)::) 0(3); in each case four missing label opera
tors are available. 

2. COUNTING SUBGROUP SCALARS 

The invariants of semisimple groups were deter
mined long ago. 6 Their number is 1, the rank of the 
group, and they may be chosen to be homogeneous poly
nomials in the generators (i. e., Casimir operators). 
Their eigenvalues are necessary and sufficient to label 
unambiguously the IR's of the group (we ignore the pos
sibility of using irrational combinations of Casimir 
operators; in any case this artificial way of reducing 
the number of labeling operators works only when, be
cause of compactness, the eigenvalues are restricted to 
a discrete set). In order that our considerations apply 
to nonsemisimple groups, we make the plausible as
sumption7• 8 that the eigenvalues of the independent in
variant functions of the generators unambiguously label 
the IR's of any Lie group (we ignore the possible exis
tence of labels which assume only a finite number of 
values, such as the sign of the energy in the case of the 
Poincare group). For nonsemisimple groups the in
variants are not necessarily polynomials, but may be 
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rational or even transcendental functions of the genera
tors (generalized Casimir operators). They are deter
mined7.9.10 by solving a set of partial differential equa
tions. Each equation corresponds to a row of the gen
erator commutator table. The method of derivation 
shows that the number of invariants iS10 

l=Y-R, (1) 

where Y is the order of the group and R is the rank of 
the generator commutator table, considered as a ma
trix; for the purpose of computing R the generators are 
to be regarded as independent c-number variables. 

A theorem due to Racah1 shows that the number of 
internal labels needed to label unambiguously the basis 
states of the general IR of a Lie group is 

i=~(Y-1). (2) 

When a subgroup H is used to label basis states of IR's 
of a Lie group G, it provides ~YH+1H)-l' labels. The 
appearance of l' allows for the possibility that the gen
eralized Casimir operators of Hand G may not be 
mutually independent; l' is the number of invariants of 
G which depend only on generators of H. The number of 
miSSing labels is thus 

(3) 

Subgroup scalars which are functions of group gen
erators may be determined, just as group invariants, by 
solving a set of partial differential equations. The equa
tions are those corresponding to the first Y H rows (i. e. , 
to the subgroup generators) of the group commutator 
table. The method of derivation shows that the number 
of subgroup scalar is Y G - R'. The arguments parallel 
those leading to (1). Here R' is the rank of the first Y H 

rows of the group commutator table. Subtracting the 
number 1G +lH-l' of group and/or subgroup general
ized Casimir invariants we find the number 'of available 
missing label operators to be 

m=YG-R'- lG-lH+l'. 

We want to show that m = 2n, i. e., that 

l'= YH-R'. 

(4) 

(5) 

But Eq. (5) follows immediately from the definition of 
1'. Group scalars which depend only on subgroup gen
erators are found by solving the Y G partial differential 
equations corresponding to the first Y H columns of the 
group commutator table. The number of solutions is 
just Eq. (5). Because of antisymmetry the first Yo 

columns have the same rank R' as the first Yo rows. 
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We complete this section by showing that for semi
simple groups R' = rH (and hence l' = 0). We ignore the 
trivial possibility that G = G' <Z G" and H =H'@ G"; then 
G" plays no role in the labeling problem and l' =l~. We 
may choose the generators of H in canonical fashion so 
that the first rH -lH are Hermitian conjugate pairs and 
the last lH are the weights (the Cartan subalgebra). The 
other generators of G may be taken to be irreducible 
tensor components with respect to H; our ignoring of the 
trivial case mentioned above implies that these tensors 
contain components whose weights span all directions in 
H-weight space. 

To show that R' =rH, we exhibit an rHxrH submatrix 
of the first rH rows whose determinant does not vanish. 
The only elements of the first rH rows which depend on 
diagonal (weight) generators of H are those at the inter
section of a row and column corresponding to conjugate 
root generators of H. Such an element ist I;ia~Hi' where 
Hi are the diagonal generators and a~ are the weight 
components of the root in question (the jth). Ignoring 
the other elements of the first rH -lH rows and columns 
(they cannot cancel the ones retained) we find the value 
of this subdeterminant to be n;('LiO!;Hi )2 *- 0. To com
plete the argument we need to choose 1 H more columns 
whose intersection with rows r H -lH + 1 to rH have non
zero determinant; this is easily done by choosing 1 H 

columns corresponding to tensor components with lH 
independent H weights. 

3. EXAMPLES 

As examples involving nonsemisimple Lie groups we 
consider two cases, one a group of order three, the 
other of order four. They are taken from 
Mubarakzyanov'stt complete list of real algebras of 
dimension up to five. In Ref. 7 they are designated A 3,t 

and A 4, 7. 

(a) A 3,t. This is the algebra of the quantum mechan
ical (Weyl) group in one dimension. The only nonzero 
commutator is [e2' e3] = et. There is one invariant 
operator e1. Hence rG=3, lG=1. We consider the one
dimensional subgroup et. Then rH=lH=F =1. Accord
ing to (3) there is one missing labeL Hence there are 
two available missing label operators, which may be 
taken as ez and e3. 

(b) A4,7' The nonzero commutators are [e2, e3] = et, 
[ej,e4]=2e j , [e2,e4]=e2, [e3,e4]:=e2+e3. There are no 
invariant operators, so we have r G = 4, IG = D. 

For each of the one-dimensional subalgebras e j , ez, 
e3, e4 we have rH=lH=l, l'=O, and hence one missing 
label. In each case there are two available missing 
label operators, as follows: 
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For each of the two-dimensional subalgebras eje4 and 
eZe4 we have rH = 2, lH = 0, l' = 0, and hence one missing 
label. For e

t
e4 the two missing label operators are eV 

ej and ez exp - e3/ej]; for e2e4 they are eVe1 and 
ez exp[(eje4 - eZ e3)/en 

4. DISCUSSION 

The examples of Sec. 3 show that the method of par
tial differential equations is a practical way of deter
mining misSing label operators for Lie groups. It could 
be used to determine systematically such operators for 
group-subgroup combinations of interest in physiCS. 
The theorem of Sec. 2 shows that if there are n missing 
labels, there are 2n hll1ctionally independent missing 
label operators; in each case, when n> 1, there re
mains the problem of choosing a set of n mutually com
muting functions of the 2n operators. 

In many practical problems the number of missing 
labels, and of missing label ooperators, is reduced by 
restrictions on the group IR's being considered. Thus 
0(5) ::)0(3) has two missing labels and four missing 
label operators for the general IR of 0(5). But if atten
tion is restricted to IR's of the form (0, A) (such states 
are needed in connection with nuclear quadrupole vibra
tions12 and the Jahn-Teller effectj3

) there is only one 
missing label. We are trying to determine the missing 
label operators in this and other similar cases; the 
method described in this paper for counting and deter
mining missing label operators is not directly 
applicable. 
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Hertzian gravitational potentials for type D vacuum space-times are defined. The Geroch-Held-Penrose 
formalism is expressed in the language of exterior forms, and by using its formal simplifications, the 
existence of Hertzian potentials for this class of nonlinear gravitational fields is demonstrated. The explicit 
form of these potentials possessing the spin and boost weights and the self-dual property of the field 2-form 
is constructed. The gauge freedom associated with these potentials is discussed, and the procedure is found 
to resemble the Debye reduction of the electromagnetic Hertzian potentials in that it enables us to 
construct a complex scalar superpotential from the Weyl spin or. 

I. INTRODUCTION 

In Maxwell's theory of electrodynamics the utility of 
defining bivector potentials has been recognized since 
the time of Hertz. It was obse rved that the integration of 
Maxwell's equations in the absence of sources could 
be reduced to the determination of a Hertzian bivector 
potential, the divergence of which gives the usual vector 
potential. When source distributions are present, one 
may also introduce stream potentials which are again 
bivectors, not necessarily satisfying the homogeneous 
field equations, but related to the 4-current in a similar 
fashion. The introduction of these potentials leads to a 
large freedom of gauge which can be exploited to exhibit 
the intrinsic degrees of freedom of the electromagnetic 
field. A well-known example is the characterization of 
the source-free Maxwell field in terms of two scalars 
satisfying the homogeneous wave equation. A detailed 
account of these potentials and the associated gauge 
freedom can be found in Nisbet. 1 Recently, it was shown 
that Hertzian potential formalism is convenient for inte
grating the Maxwell's equations in curved space as 
well. 2-4 In particular, Cohen and Kegeles4 have given a 
covariant generalization of the procedure and construc
ted source-free electromagnetic fields in the test field 
approximation for a wide class of algebraically special 
background space-times. 

The introduction of Hertzian potentials for the graVi
tational field itself has previously been dealt with only 
in the framework of the linearized theory of gravitation 
where a situation entirely analogous to the electromag
netic field exists. This was first observed by Sachs and 
Bergmann, 5 who constructed a supermetric with the 
symmetries of the conformal Weyl tensor as the Hertz
ian potential for the linearized gravitational field. 
Campbell and MorganS have obtained Debye potentials 
which are particular Hertzian potentials for the linear
ized gravitational field. Penrose7 has shown that for any 
spin-s, zero rest-mass field in flat space a Hertzian 
potential can be introduced, the tensor translation of 
which has the same symmetries and the number of in
dices as the field tensor. Quite recently Cohen and 
Kegeles 8 have announced an extension of the potentials 
of Penrose and reported Debye potentials for linearized 
gravitational perturbations in a curved space-time. 

The problem which we shall consider in this paper is 
the introduction of Hertzian potentials for nonlinear 
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gravitational fields themselves. We shall carry out such 
a program only for a class of nonlinear gravitational 
fields. By employing the Geroch-Held-Penrose9 (GHP) 
formalism we shall establish that, for type D vacuum 
space-times, bivector potentials can fruitfully be intro
duced and provide all the necessary information about 
the gravitational field. 

In Sec. II we give a review of the GHP formalism 
where the reduction of the connection and the resulting 
GHP covariant derivative are considered. The GHP 
set of equations are written in terms of exterior differ
ential forms and the graVitational field is represented 
by curvature 2-forms, In Sec. III we consider the spe
cialization of the formalism to type D vacuum space
times. We regard the connection 1-form (and its 
primed companion) as the gravitational analog of the 
electromagnetic potential 1-form. The Hertzian poten
tial is then defined as the 2-form whose GHP covariant 
divergence gives the connection 1-form. We construct 
the explicit form of the Hertzian potentials that have 
the same symmetries of the curvature 2-forms. We 
discuss the gauge freedom associated with these poten
tials and identify a complex scalar superpotential as 
the gravitational Debye potential for type D space
times. The definition of Hertzian potentials for the 
Coulomb field which is the electromagnetic analog of our 
problem is discussed in the Appendix. 

II. GHP FORMALISM 

Consider a space-time M possessing a spinor struc
ture. 10 The collection of all spin frames (OA, ZA) at all 
points of M is a principal fibre bundle Sp with structure 
group SL(2, C). At each point of M the pair (OA, ZA) de
fines a null tetrad (1, n, m, iii), where 1 and n are real, 
m is complex and bar denotes complex conjugation. The 
basis vectors are normalized according to the condition 
a A ZA = 1 and satisfy 1 . n = - m . iii = 1 with all other scalar 
products vanishing. 

The differential geometry of the N ewman- Penrose l1 

(NP) formalism has been studied by Nutku, 12 who has 
observed that the connection on Sp can be described by 
the matrix r of complex-valued 1-forms 

r=(YO Yl), 
Y2 -Yo 

whose elements are given by 

Copyright © 1976 American I nstitute of Physics 

(1) 

1315 



                                                                                                                                    

Yo = yl +en - OIm - 13m, 
Yl = - 71- Kn + pm + anI, 

Y2 = vI + rrn - Am - Mm, 

(2) 

where 1, n, m, m are the basis 1-forms dual to the vec
tors 1, n, m, iii, respectively. The coefficients of the 
basis 1-forms are the NP spin coefficients. The Ricci 
identities are the defining relations of the curvature 
matrix of 2-forms l2 

R =dr- r 2, (3) 

and the Bianchi identities are expressed by 

(4) 

In these relations d denotes the exterior derivative and 
in the products matrix-exterior multiplications are to 
be understood. 

Under a change of spin frame (OA,ZA)_ (O\ZA)ST with 
SESL(2,C) the tetrad transforms as 

(5 ) 

where a denotes the Hermitian matrix of basis 1-forms 

a= (!:.... m). m n 
(6) 

The operations t and T are, respectively, the Hermitian 
conjugation and the transposition. The transformation 
law for the connection r and the curvature R for this 
change of frame is given by 

r - srs-1 + dSS-1 , 

R-SRS-1• 

(7) 

(8) 

GHP formalism is a particular version of the NP 
formalism adapted to space-times in which two future 
pointing null directions are geometrically singled out. 
It rests on the observation that for these space-times 
the tetrad formalism can be reduced to a gauge invari
ant calculus with suitable operations defined in the 
graded algebra generated by a class of tetrad scalars. 13 

Let (L,N) denote the pair of null direction fields. By 
chOOSing 1 ELand n E N at each point of M the allowable 
changes of spin frame will be restricted to the one 
parameter subgroup of SL(2, C) which preserves these 
null directions. The typical element of this subgroup 
can be written as 

(9) 

and with the above choice of the tetrad the structure 
group will be reduced to the multiplicative group C' of 
complex numbers. Hence it will be sufficient to consider 
only Be Sp the principal fibre bundle with Abelian struc
ture group C. 

After this reduction all the scalars associated with 
the tetrad will fall into two categories. The interesting 
tetrad scalars will be the ones that undergo a transfor
mation of the form 

(10) 

where p and q are integers. We then call 1) to be a spin 
and boost weighted scalar of type (p, q). The scalars of 
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a given type (p, q) form a vector space over the field of 
complex numbers and the string of all such vector 
spaces forms a graded algebra U. Thus, if 1)1 is of the 
type (Pl,ql) and 1)2 is of the type (P2,q2), then 1)11)2 will 
be of the type (PI + P2' q 1 + q2), the expression 1)1 + 1)2 

will have a meaning only when PI =P2, ql =q2' and the 
sum will again be of the same type. Clearly the same 
distinction applies to exterior forms which are con
structed from 1, n, m, m together with the tetrad scalars. 
The exterior forms that have good spin and boost weights 
will obey the same product rule under exterior 
multiplication. 

Returning back to the connection 1-forms, when S is 
given as in Eq. (9), the explicit form of the transforma
tions (7) will be 

Yl - Z2Yl> (11) 

Yz - z-2y2 , (12) 

and 

dz 
Yo-Yo +z' (13) 

Thus, the types of Yl and Y2 are respectively (2,0) and 
(- 2,0). On the other hand, Yo does not have a definite 
type but defines a connection on B. The role played by 
Yo can be seen most easily by writing Eq. (3) in com
ponent form 

eo=dyo- Yl 11 Y2' 

e 1 =dYl- 2Yoll Yl, 

e 2 =dY2 + 2yo II Y2' 

(14) 

(15) 

(16) 

where the 2-forms eo, el> and e2 denote the corre
sponding entries of the curvature matrix R and they are 
of the types (0,0), (2,0), (- 2,0) respectively. The 
operation II denotes exterior multiplication. By inspec
ting Eqs. (15) and (16) one is led to define a covariant 
differential operator .ron the quantities that have defi
nite types by 

.rw =dw - PYolI w - qYolI w, (17) 

where w is an arbitrary r-form of the type (P, q). 
Clearly.r is a derivation which maps w to an (r + 1)
form of the same type (p, q). The information contained 
in Eq. (14) will be incorporated as the integrability con
dition for the operator d; 

At this stage it will be convenient to introduce the 
prime symmetry defined by 

1'=n, nl' = iii, n'=I, ffi'=ln, (18) 

under which the set of NP spin coefficients is mapped 
onto itself. One easily verifies that Y2 = Yl and Yo = Yo. 
Furthermore, the GHP operator .ris invariant under the 
prime operation, and we shall have e2 = e;, eo = eo. 
Therefore, from now on we shall omit the subscripts 
from Yl (e1) and write it as y (e). This will lead to no 
confusion with the spin coefficient y. In general any 
quantity w of the type (p, q) will be transformed by the 
prime operation to a quantity w' of the type (- p, - q) and 
will satisfy the properties 

(w)' = (w'), (w')' = (- 1)I>+Qw. (19) 
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utilizing the prime symmetry, we now express the in
tegrability condition of the operator a' by the relation 

;td'w=-p(y/\ y' +80)/\ w-q(Y/\ y' +80)/\ w. (20) 

The curvature 2-form 8 0 will explicitly be given by 

8 0= (A - <1>11- 'l'2)1/\ l' +~3l/\ 117 + <l>12l/\ 117' - <l>lOl'/\ 117 

-lj[ l l'l\m' +('lI2 -<I>l1- A)ml\m'. 

where the coefficients are composed of curvature scalar 
and the components of trace-free Ricci and Weyl 
spinors. 9 

With the help of covariant operator .rthe Ricci identi
ties become expressible in the compact form 

8 =t/'y, (22)' 

where the curvature 2-form 8 is given by 

8 = N'j + <l>Oj)[/\ l' - ('It'2 + 2A)1/\ 117 - <1>021/\ 117' + <Pool' /\ 117 

(23) 

and Eq. (16) will be seen to be the primed version of 
Eq. (22). Bianchi identities will be just the consequence 
of the general relation Eq. (20) when it is applied to y. 
To express the contracted Bianchi identities, we define 
the currents 

*jj =80 /\ 1 +8/\ 117', 

*h=8o/\ 117+8/\ l', 
(24) 

which will vanish for vacuum space-times. The opera
tion * denotes the Hodge star dual. Contracted Bianchi 
identities then take the form 

e1*jj =y/\ *j2 +y /\ *j2' 

.r*h=Y/\ *j~ +y'/\ *jj, 
(25) 

and if the primed sets are also taken into account we 
exhaust all the GHP set of equations. Finally we note 
that all the operations can be effected in the graded 
algebra U of spin and boost weighted scalars by defining 
the directional derivatives p, V, (5, (5' through the 
relation 

d'= lV + l'p - m(5' - m'(5, (26) 

and by considering the action of the operator .I on the 
basis 1-forms 

ell =y/\ m' +y/\ 117, 

elm = y /\ l' + y' /\ l, 

which will, of course, give us the set of scalar GHP 
equations. 

III. HERTZIAN POTENTIALS FOR TYPE 0 
SPACE-TIMES 

(27) 

In this section we shall consider the type D vacuum 
space-times. The GHP formalism is a very convenient 
tool for the study of these space-times because the 
Weyl tensor provides us with two degenerate prinCipal 
null directions. We shall choose the basis vectors 1 and 
n to lie along these null directions so that 
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'l'0='l'~='l'1='It':=0, 

'It' = 'It'2 *0, 
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(28) 

and conSiderable simplifications in the expressions of 
Sec. II will result. The connection 1-form y will be 
given by 

y=- Tl + pm, (29) 

and the type D gravitational fields will be represented by 
the curvature 2-form 

8=-1j[1I\m (30) 

This field 2-form 8 possesses the self-dual property 

*8=-i8, (31) 

which is invariant under the prime operation and, in 
fact, valid for all space-times with vanishing Ricci 
spinor <I> ij" 

We shall regard the connection y (with its primed 
version) as the potential1-form of the theory. To con
struct the Hertzian potentials for type D space-times, 
we shall look for a 2-form P whose covariant diver
gence will give us the gravitational potential 1-form 

y =-fJP, (32) 

where we have introduced the co-derivative defined by 
{i = * il*. The co-derivative is, of course, invariant un
der the prime operation which we shall freely use. We 
note that the connection y as given by Eq. (29) satisfies 
the "Lorentz condition" 

{iy=O. (33) 

Consequently, the Hertzian potential P will be a 2-form 
of the type (2,0) and will satisfy Eq. (33). We also re
quire P to be self-dual as this is a symmetry of the 
field 2-form itself. These considerations lead us to the 
choice 

(34) 

for the Hertzian potential P where ~ is a complex scalar 
of type (0,0). Equation (32) then gives us two first order 
differential equations for ~: 

P~-p(~-1)=0, 

(5~-T(~-1)=0, 

(35) 

(36) 

where p and (5 are the directional derivatives defined by 
Eq. (26). Taking also the primed versions of the above 
equations into account, we find that 

P= (1 + ca)l/\ 117, 

a= 'lI l / 3 , 

(37) 

(38) 

where c is an arbitrary complex constant. A useful in
tegral representation of n is given by 

a =A exp( J w), (39) 

where w denotes the 1-form 

w=p'l+pl'-T'm-Tm', (40) 

which is of type (0,0) and A is a certain complex 
constant. 

Let us now consider the gauge freedom associated 
with these potentials. The GHP formalism already fur
nishes us with the way P transforms under the tetrad 
transformations. The remaining allowable transforma
tions of P will be of the form 
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P- PI ==P +Po, (41) 

where P satisfies the condition 

-I5Po==O, (42) 

so that the potential y remains invariant. Returning 
back to Eq. (37) one may easily verify that 

(43) 

and one may identify this part of the Hertzian potential 
as the gauge term. The scalar 11 which appears as the 
coefficient of the gauge term satisfies the nonlinear 
equation 

t.11- 2114 =0, (44) 

where t. denotes the harmonic operator 

A=6d+do. (45) 

We shall interpret the scalar 11 as the gravitational 
Debye superpotential for type D space-times. Note that 
there is no explicit reference to the spin coefficients in 
Eq. (37) and similar to the situation in electromagnetic 
theory the field 2-forms can be constructed directly 
from the Hertzian potential by differentiation 

28=~p+Mp, (46) 

together with the primed version of this equation. Thus 
for type D vacuum space-times the tetrad calculus can 
be formulated solely in terms of the Hertzian potential 
P. The introduction of the GHP directional derivatives 
then resolves the procedure into a set of scalar equa
tions for the Debye superpotential n. 

The coordinate representations of the gravitational 
Debye potentials according to the Kinnersley'sl4 classi
fication of type D vacuum metrics are given below in 
Table 1. 

IV. CONCLUSIONS 

In this paper we have presented a scheme for intro
ducing Hertzian potentials for type D vacuum space
times. We have started by expressing the general GHP 
equations in terms of exterior differential forms. This 
has led to the recognition of the connection 1-forms 
which have well-defined spin and boost weights as the 
potential 1-forms of the theory. The corresponding 
curvature 2-forms were taken as the field variables. 
The Hertzian potentials for type D space-times were 
then defined through the introduction of the GHP co
derivative. The explicit form of these potentials pos
sessing the symmetries of the curvature 2-forms were 
constructed. The gauge freedom associated with the 
Hertzian potential has led us to identify a complex 
scalar superpotential which we have interpreted as the 
gravitational Debye potential. These gravitational 
Debye potentials are found to satisfy a second order 
nonlinear differential equation and the coordinate 
representations are seen to have o (r- I ) asymptotic 
behavior. 7 In fact, for the particular case of the Kerr 
solution (Case ITA with l = 0) the known multipole 
moments 15• 16 can be obtained by expanding the Debye 
potential in powers of angular momentum parameter a. 
In the Appendix we have shown that the present proce
dure is analogous to the construction of an electro:.. 
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TABLE I. Gravitational Debye potentials for all type D space
times. The notation and conventions we use are those of 
Kinnersley's catalog. The constant Co is defined by co3=m+il. 

Case 

II 

III 

IV 

A 

B 

C 

D 

E 

F 

A 

B 

A 

B 

Debye potential 11 

- co(r+ ill-I 

- co(r+ il-ia cosx)-I 

- co(r - il + ia coshx)-I 

- co(r - il + ia sinhx)-I 

- co(r -il +iaeXj-1 

-co(r+ib+!ix 2)-I, l= 1 

-co(r+ix)-I, l=O 

-COr-I, l=O 

- co(dnx - Z-I/2i snx)(r+ ia cnx)-I 

co(x +ia)-I 

coX-I, 1 = 0 

magnetic Hertzian potential for the Coulomb field. We 
note that in both cases the field tensors provide us 
with two distinct null directions and gauge groups of 
the theories are Abelian. It should also be noted that 
although the Hertzian potentials are related to field 
2-forms by the differential relations, the scalar poten
tials that are introduced through the gauge conditions 
are connected to the essential field variables by alge
braic relations. In this the electromagnetic analog of 
our problem furnishes us with another interesting com
plex scalar (cf. Appendix) 

(47) 

which may be interpreted as an alternative Debye po
tential for the Coulomb field. This quantity has the ap
pealing property that in all algebraically special space
times it satisfies the equation 

t.1T- 2>¥1T= 0, (48) 

which naturally reduces to t.1T = 0 in flat space-time. 

Some of the results obtained in Sec. III can directly 
be carried over to all algebraically special vacuum 
space-times where only U=K=O. For example, the 
Hertzian potential P may be used to obtain the curva
ture 2-form 8; however, the prime operation may not 
always be ·meaningful for this more general class of 
space-times. One can easily show that Eq. (44) satis
fied by 11 also remains valid although the GHP equations 
cannot be exhausted solely from the definition of 11. 
This can be done by expressing the harmonic operator 
in terms of GHP directional derivatives so that Eq. (44) 
becomes 

jJ'jJl1 - (5'(5 11 + TiS '11 + T5 11 - pjJ'l1 - p'jJl1 + 114 == O. (49) 

The Bianchi identities 

jJl1 = pl1, 

(511= TI1 

reduce the above equation to the Ricci identity 

jJ'p-(5'T=PP'- T7'- 113, 

which is true for all algebraically special vacuum 
space-times. 

R. Guven 
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APPENDIX 

It is well known that one cannot characterize the 
Coulomb field by a scalar superpotential through the 
usual Debye reduction of the electromagnetic Hertzian 
potential. 4 In this appendix we shall show that the pro
cedure of Sec. III can be used to introduce an electro
magnetic Hertzian potential which will accomplish this 
goal in flat space-time. This will also enable us to ex
hibit some similarities of the Coulomb field with the 
type D gravitational fields. 

In the GHP formalism the electromagnetic field is 
most conveniently represented by the (0,0) 2-form 

J =i(F +i*F), (AI) 

(A2) 

where F ab is the Maxwell tensor and w· denote the basis 
I-forms. Note that the field 2-form J is also self-dual 

*J=-iJ, (A3) 

and the source-free Maxwell's equations are given by 

(A4) 

We may write J explicitly as 

J = - <l>l (l;\ n - m;\ rn)- <l>on;\ rn + <l>2l;\ m, (A5) 

where <l>o' <l>l' and <l>2 are the components of the Maxwell 
spinor.ll 

Let us now specialize to the case when the basis vec
tors land n of the null tetrad are chosen to lie along the 
distinct principal null directions of the Maxwell tensor. 
We shall then have <l>o= <I> 2 =0, <I>l *0 and the relations 

P<l>1=2p<I>u 

('i<I>1 =2T<I>u 

(AB) 

(A7) 

together with their primed versions will constitute the 
field equations. Let us also introduce the spherical 
polar coordinates for flat space-time 

ds 2 = dt2 _ dr2 _ r2 (d8 2 + sin28 drj>2) , 

so that 
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(AB) 

T= T' =0, (A9) 

(AIO) 

In this coordinate system one can readily integrate the 
Maxwell's equations and obtain 

<I> 1 = - 2aoPP', (All) 

where ao is an arbitrary complex constant. 

We wish to determine an electromagnetic Hertzian 
potential P E for the above case such that the field 2-
form (A5) is to be constructed according to the relation 

(AI2) 

It can be shown very easily that the Hertzian potential 

PE=(aO+nE)(l;\n-m;\ III), 

with the "gauge condition" 

~[nE(l;\n-m;\ ;;:;-)]=0 

(AI3) 

(AI4) 

may be used to construct the required field 2-form. The 
coefficient nE of the gauge term is a complex scalar of 
type (0,0) and is, of course, proportional to the Max
well spinor 

(AI5) 

where c is an arbitrary complex constant. It is interest
ing to note that with the choice c = a(jl the scalar nE 
satisfies the equation 

tl.nE - 2nE
2 = 0, (AlB) 

and may be interpreted as a Debye superpotential. 

*This paper will be presented as a thesis to the Department 
of Physics, Middle East Technical University, in partial 
fulfillment of the requirements for the Ph. D. degree. 
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Quantum theory of anharmonic oscillators. II. Energy 
levels of oscillators with x 2a anharmonicity 

F. T. Hioe, Don MacMillen, and E. W. Montroll 
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Rochester, New York 14627 
(Received 26 January 1976) 

This is an investigation of the energy levels of anharmonic oscillators characterized by the potentials 
(1I2)X'+AX'o with a=2,3, ... and A>O. Two regimes of (A,n) space are distinguishable: In one, the 
energy levels differ only slightly from the harmonic ones En = n + 112 and in the other they differ only 
slightly from the purely anharmonic oscillators with En"",CoA1/(l+0) (n + 112)'0/(1+0), C being a constant which 
depends on a. The magnitude of the combination 7/=A( n + 112)0-1 determines the regime. If this 
combination is <1, one is in the harmonic regime, and if it is >1, one is in the anharmonic regime. As n-+oo 

the "boundary layer" between the two regimes narrows. The small parameter of a perturbation theory 
should thus be 7/ rather than A. Several rapidly convergent algorithms have been developed for the 
calculation of the energy levels of our anharmonic oscillators, and energy level tables and graphs are 
presented. 

I. INTRODUCTION 

There has been considerable recent interest in the 
quantum theory of anharmonic oscillators. This has 
been motivated by problems in quantum field theory and 
in molecular physics. Since traditionally these problems 
have been investigated by perturbation theory, there 
has been some concern with new results which show the 
limitations of that technique. The Hamiltonian 

(1. 1) 

is frequently used in model studies. In the Schrodinger 
representation it has the form 

(1. 2) 

An unexpected result in the application of perturbation 
theory to this class of Hamiltonian was discovered by 
Bender and Wu, 1 who showed that when a = 2 the 
perturbation series for energy levels in powers of X 
diverges for all positive values of X, no matter how 
small. 

The B-W result is no surprise if one considers the 
Schrodinger equation for Hc;x in the momentum represen
tation with 

p-p andx-id/dp, 

H p2 + ';;.w2d2 / dP2 + Ad2a / dP2a}1jJ = E1jJ. (1. 3) 

The small parameter X appears as the coefficient of the 
highest derivative of (1. 3). It is known in the mathema
tical literature that perturbation expansions in integral 
powers of the small parameter are not valid in such 
cases. The general solution of the unperturbed (X = 0) 
equation has insufficient constants to be specialized to 
fit all the boundary conditions which might be given for 
the higher order perturbed equation. The construction 
of perturbation solutions of the Navier-Stokes equation 
for viscous fluids involves the same kind of small 
parameter problems. Hydrodynamic boundary layer 
theory has been developed to cope with such situations. 

The Hamiltonian (1. 1) can, through the transformation 

x = yA -1I2( l+a) (1. 4) 
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(which was suggested first by Symanzik for the case 
a = 2), be transformed to 

(1. 5) 

Since, as X - 00, 

Ha(w, X) - A1/(1+a) Ha (0,1), (1. 6) 

the energy levels of (I. 1) should have the form 

En(w, X) -Cn(a) X1I<1+a)[1 + 0(X-2 /(I+a»)], (I. 7) 

Cn(a) being a set of numbers which do not depend on X. 
On the other hand as A - 0 it might be expected that 

(1. 8) 

In the large X regime (1. 7) implies that our anharmonic 
oscillator has energy levels which deviate but slightly 
from a purely 2a - ic oscillator, while (I. 8) implies 
that in the small X regime the energy levels deviate but 
slightly from a purely harmonic oscillator. The range 
of A between those for which 2a - ic and harmonic ap
proximations are valid might be considered as the 
boundary "layer" or region between that of the two 
purer type oscillators. 

TABLE I. Boundary regions for first 11 energy levels for 
quartic anharmonicity. The parameter :>'1 is the value of A for 
which deviation from purely harmonic energy levels has 
reached lOST:; A2 is the value of A for which deviation from 
purely quartic oscillator energy levels has reached lOst (as 
A is reduced from 00). 

Boundary of harmonic regime 

n AI E n(Al) A1E n(Al) 

o 0.0827 0.55 0.0455 
1 0.0488 1. 65 0.0806 
2 0.0325 2.75 0.0893 
3 0.0242 3.85 0.0930 
4 0.0190 4.95 0.0943 
5 0.0155 6.05 0.0938 
6 0.0128 7.15 0.0918 
7 0.0105 8.25 0.0869 
8 0.00933 9.35 0.0873 
9 0.00835 10.45 0.0873 

10 0.00756 11.55 0.0873 
0.0888 

Boundary of quartic regime 

A2 E n(A2) A2E n(A2) 

2.946 1. 069 3.150 
1.754 3.175 5.570 
1.039 5.233 5.437 
0.7461 7.319 5.460 
0.5821 9.409 5.477 
0.4766 11.50 5.479 
0.4034 13.58 5.479 
0.3497 15.67 5.480 
0.3087 17.76 5.482 
0.2762 19.85 5.482 
0.2499 21.94 5.482 

5.482 
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We now define the harmonic regime as that range 
of A's for which energy levels differ from harmonic 
ones by less than 10% and the 2cv - ic regime as that 
range of A's for which energy levels differ from the 
20' - ic ones by less than 10%. In Ref. 2 rapidly con
vergent algorithms were derived for the calculation of 
energy levels of H2 (quartic anharomonicity) over the 
full range 0 < A < 00 and n = 0,1,2, .•.. Analytical formu
las were derived for expansions such as (I. 7) and (1.8). 
Tables of En(A) were also constructed for 
n=O, 1, 2, ... ,8. 

It is easy to determine the boundary of the harmonic 
regime (including the 10% deviation allowed in the 
definition) for the 0' = 2 case from this material. 2 This 
boundary is tabulated in Table I for the 11 energy 
levels. Notice that for the ground state the harmonic 
regime is restricted to 0 ~ A ~ 0.0827. For the first ex
cited state that regime ends at A ~ 0.0488, and with in
creasing quantum number the regime continues to 
shrink, ending, for example, at A = 0.00756 for n = 10. 
The regime boundaries, and the boundary region 
thickness as a function of E are clear on a logE - logA 
plot as given in Fig. 1. The plot indicates that the 
harmonic regime is limited to that part of the (E, A) 
plane which is identified by I in the figure and lies 
between the lower curve C and the coordinate axes. 
The boundary regime lies between curves C and A, II, 
while the quartic oscillator regime (allowing for 10% 
deviation in the definition of the regime) lies above A 
in III. The dashed curve A is a hyperbola (on the usual 
E vs A plot but is a straight line on the logE - logA plot 
given in Fig. 1) which defines the extent of the slightly 
perturbed quartic regime when the quantum number 
n is large. 

As n increases, the harmonic regime becomes nar
rower and narrower as does the boundary region. The 
width of the boundary region for the ground state is 
2.95 - O. 83 = 2.12 while it reduces to 0.25 - 0.01 = 0.24 
for the excited state n = 10. The effect of a small 
perturbation parameter A gets strongly amplified as n 
increases. 

The dashed boundary curve A in Fig. 1 was obtained 
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n = I 

n=O 

ill 

1000 

FIG. 1. Variation of energy levels with 
anharmonicity parameter ~ for anhar
monic oscillator with quartic anhar
monicity. The quantum number of the 
level is specified by n. Regime I (to 
left of leftmost sets of dots) represents 
the (E .~) range for which energy levels 
deviate by less than 10% from those 
of a purely harmonic oscillator. Regime 
III (to right of rightmost set of points) 
represent the (E.~) range for which 
energy levels deviate by at most 10% 
from those of a purely quartic oscilla
tor. The dotted lines separate the 
regimes as n- oo • Regime II is the 
"boundary layer" between almost 
quadratic and almost quartic regimes. 

from the large n, large A asymptotic formula for the 
nth energy level derived in Ref. 2: 

En(A) - ,\.11 3[C(n + W/3 + a(n + W13 A-21 3 + bA-4/ 3 + ••• ], 

(1.9) 

where 

C=1.3765, a=0.26806, and b=-0.01167. 

When n is large, the energy levels of a purely quartic 
oscillator are 

En(A) - CAl13 (n + W!3. (I. 10) 

Then 

[En(A) - En(A) ]jEn(A) - (a/C)[A(n + ·m-2! 3 

+ (b/C)[A(n+ %)]-4/3. (I. 11) 

The relationship between the energy E and A along the 
curve for which the deviation of En(A) from a pure 
quartic is 0.1 is given by 

[A(n+~))2/3=i{0.;c + [(o.;c) 2 + o~~cJ 1/2} 
= 1. 903 ==Y, (I. 12a) 

Hence from (I. 9) 

EA=Cy2 + ay + b =5. 482, (I. 12b) 

the dashed straight line A in Fig. 1. 

When A is small, the energy levels2 have the form 

En(A) = (n +~) + fA{l + 2n(n + 1)} 

_A2 (n+l)(n+3/2)2(n+2) _ n(n-i)2(n-l) 
2 + 3A(2n + 3) 2 + 3A(2n - 1) 

(n + l)(n + 2)(n + 3)(n + 4) n(n - l)(n - 2)(n - 3)\ 
+ 16[4+6A(2n+5)] - 16[4+6A(2n-3)]} 

+ .... 

(I. 13) 

If we let En(A) == n + ~ and take the limit A - 0, n - 00 with 

An == /3, 
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(1. 14) 

The relationship between the energy E and A along the 
curve for which the deviation of En(A) from a pure 
harmonic oscillator is 109t (AEn/En(A) = 0.1), is ob
tained when {3 = 0.0808, so that 

EA = {3 + %{32 + ... = O. 0888. (1. 15) 

This hyperbola is represented in Fig. 1 by the dashed 
straight line C on the log-log scale. The boundary 
width between the almost harmonic and almost quartic 
regions is then (for fixed E) comparing (1. 12b) and 
(1. 15) 

AA==5.39/E-0 asE-oo. (1. 16) 

Hence, in highly excited states, a system behaves 
either as a harmonic or quartic oscillator with but a 
very small range of A being available for the transition 
from one regime to the other. The analytical approxi
mation formulas for the boundary regimes correspond
ing to Eqs. (1. 11) and (1. 14) for a general value of 0' 

are given in Appendix C. 

The quickly convergent algorithms used for the cal
culation of energy levels of H2 (w, A) and H2 (WA -1/3,1) in 
Ref. 2 were derived from the Bargmann representation 
of the Hamiltonian H 2• In the more general case (I. 1) 
this representation is found by first writing H", (w, A) 
in the second quantization form: 

H ",(w, A) == w(at a + ~) + 2-" (AW-"') (at + a)2" 

In the Bargmann3 representation one sets 

at == z and a == d/ dz 

(1.17) 

(1. 18) 

so that the energy levels are characteristic values of the 
following differential equations: 

[w (~+ zd/dz) + 2-'" (AW-"')(Z + d/dd"'] </! =E("')</!, 

(1. 19) 

In the case of a purely harmonic system the charac
teristic values of H",(w, 0) are w(n+t) while the charac
teristic functions are zn, since 

wet + zd/dz) zn = wei + n) zn. (1. 20) 

The wavefunctions of our anharmonic system charac
terized by (1.1) are series expansions in z. Certain 
recursion formulas are found for various coefficients 
of powers of z. It is from the analysis of the determi
nants associated with these recurrence formula that our 
quickly convergent algorithms are generated for the 
calculation of energy levels. 

In this report we calculate and tabulate the energy 
levels of a sextic oscillator over the complete positive 
A range for the first six energy levels. We do the same 
for the first four energy levels of an octic oscillator 
(0' = 4). Analytic expressions will be obtained for En(A) 
for general 0' when A is small, when A is large, and 
n is large. 

The literature for the quartic (0' = 2) anharmonicity 
is quite extensive and has been referenced in Ref. 2. 
However, for higher a values it is rather sparse. 4 The 
most extensive tables for a = 3 and 0' = 4 have been pre-
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pared by Biswas et aZ. ,5 who have tabulated the ground 
state and second excited state energy levels for the 
range 0 < A -'S 50. Lakshmanan and Prabhakaranb have 
coupled the classical dynamics of the a = 3 case with 
the Bohr-Sommerfeld quantum rule to find some 
asymptotic formulas for energy levels of high quantum 
number. Truong7 has used the Weyl quantization 
prescription to study the sextic oscillator, but essen
tially no new numerical results were derived in the 
paper. A discussion of the mixed sextic and quartic an
harmonicies has been made by Lakshmanan8 in the same 
style as that used in Ref. 6. 

In the following, formulas can be converted into those 
appropriate for 

(I. 21) 

by noting that if we set 

E=E'/lfw, y=x(mw/1l)ll2, A=A'If"'-l/n/'w"'+1, 

(1. 22) 

then 

G -f1 +E- h 2 
- Ay2,,) </!= O. (1. 23) 

In traditional perturbation theory the small parameter 
of Eq. (1. 23) would be considered to be the coupling 
constant A independently of the energy level n with which 
one is concerned. An important result of Sec. V is that 
the perturbation parameter for the nth level should real
ly be A" == A(2n + 1)",-1. For example, if values of 
A < 1/10 are to be considered as "small" for the ground 
state when 0' = 4 those for the quantum number n = 10 
should be A < i X 10-4• 

II. ON THE SMALL A REGIME 

The basic operator which appears in the Bargmann 
representation (1.19) of our Hamiltonian HOI. is 

(n.l) 

Notice, for example, that direct differentiation yields 

[2 zm = Mzm+2 + (2m + l)zm + 11/ (lIZ - 1)zm-2 J. 
Generally, for positive integral 0' and JJ1, 

" L2"'zm=.6 c:;il(2a)zm-2i, 
J=~CL 

where, for example, 

and 

c;;4)(4)=~, c;;2)(4)=~(2m+3), 

c~) (4) = ~m(1i1 - 1)(2111 - 1), 

c~O) (4) = 3[1112 + (m + 1)2]/4, 

c~4)(4) = [111! /(m - 4)! 1/4 

C~-6) (6) = 1/8, C~-4) (6) = 3 (2111 + 5)/8, 

c~-2)(6) = 15(1112 + 31/l + 3)/8, 

c~O) (6) = 5(4.'11 3 + 6m 2 + 8nl + 3)/8, 
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c;;)(6) = 15m(m _1)(m2 - m + l)/S, 

c~)(6) = 3(2111 - 3)(m! /(m - 4)! Jls, 

c~) (6) = [m! /(m - 6)! lis. 

It is shown in Appendix A that generally 

(2h-2a) (20) = 2-'" ±. (20)! 2-j (20 - 2j ) 
em j:Q (20 _ 2j) ! j I h _ j 

h-i-l 
X n ('I1-l), h=0,1, ... ,20. 

/=0 

(II. 4) 

(n.5) 

Now let us consider the differential equation (I. 19). 
As in Ref. 2, we write the energy levels and wave
functions of (I. 19) in the form 

En(~) = (~+ 11) +An(~)' 

i)!n(z) =fn(~' z) = znBn(~' z) 

Y-n " , 
',Y_n+2 " " " 

" " 
" ',' Y-4 " , , , , 

" '.a(-Z) 
, -4 

~(-2,") 
-2", 

° o 

Y-2 

a(-2) 
-2 

" " 
a62 ) 

, 
Yo a~2) 

(II.6a) 

(II.6b)1 

a(2 a ) 
2a-2 ° a(2od 

2", 

with 
00 

Bn(X,z)== L; ifkn) (X)Zk. (II.6c) 
k=-n 

After substituting (II. 6) into (I. 19) and employing (II. 3), 
we find by equating coefficients of like powers, say 
zn+k, on both sides of the resulting equations, that 

X t Uk+2jC~:k~2j(20)+Uk[k-An(~)]=0, 
j::-cx 

(II. 7) 

k=-n,-(n-1), ... ,0,1,···. 

For fixed nand 0 we suppress the explicit dependence 
on these quantities in the abbreviation 

ak2j ) == ~c~:{) (20) . 

With the introduction of one more definition, 

Yk = ~c~~k(20) + k -An(X), 

(II. 7) has the matrix form, 

° 
=0 

(n. S) 

(II. 9) 

(n.10) 

It should be noted that only Uk with even subscripts appear in the equations. For example, if n = 4, the only Uk 
which appear are U -4, U_2, Uo, U2,···. One can arbitrarily set U_ 3 = U.1 = Ui =" • = 0 since they do not appear in 
any formulas. If n = 3, the only Uk which appear are U.2, [[0, U2,···. Generally, for even n the lower index starts 
with - n and for odd n the lower index starts with - (n - 1). 

There are 0 nonvanishing diagonals above the main diagonal and the same number below. If we abbreviate 
(II. 10) as 

G(n) Urn) = 0, 

then to get a nontrivial solution, we must set 

detG= ° 
or 

An(~) = a~O) + detG' /detx, 

TABLE !la. Convergence of ground state energy shifts, AO(A), with sextic anharmonicity, AX" (i. e. , CI' = 3). 

Size of Determinants A= 0.05 A=O.l A=0.5 A = 1 

(4,3) 0.0548565 0.0886557 0.226818 0.317924 
(8,7) 0.054 5480 0.0870037 0.218245 0.307588 
(12,11) 0.054 5437 0.0869470 0.217947 0.305387 
(16,15) 0.0545435 0.0869447 0.217820 0.305017 
(20,19) 0.0545435 0.0869446 0.217814 0.304977 
(24,23) 0.054 5435 0.0869446 0.217812 0.304969 
(28,27) 0.054 5435 0.0869446 0.217812 0.304966 
(32,31) 0.054 5435 0.0869446 0.217812 0.304966 
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TABLE IIb. Convergence of ground state energy shifts, Ao(lt), with octic anharmonicity, ltx 8 0. e. , O! = 4). 

Size of Determinants It 0.05 A- 0.1 A-0.5 It = 1 

(7,6) 0.085351 0.12184 0.26203 0.34925 
(15,14) 0.084507 0.12060 0.24634 0.32300 
(23,22) 0.084486 0.12052 0.24560 O. ;)20 90 
(31,30) 0.084486 0.12051 0.24552 0.32070 
(39,38) 0.084486 0.12051 0.24551 0.32069 
(47,46) 0.084486 0.12051 0.24551 0.32069 

where G' is the same as G except that the element Yo is replaced by 0, and Xo is obtained from G by striking out 
the row and column of the element Yo. The explicit expressions of these matrix elements for CI' = 3 and CI' = 4 are 
given in Appendix B. Each of the determinants is a function of An(~) through the terms yz which appear in them. 

An algorithm was presented in Ref. 2 for the calculation of An(~) from Eq. (II. 13) in the case CI' = 2. We use the 
same algorithm here for the higher CI' cases. In the algorithm the infinite determinants, G' and X o, are truncated 
with G' being one order higher than X o, say to, respectively, 4 x 4 and 3 x 3 determinants. Then an estimated An(~) 
[which might be taken as a60)(CI')] is substituted into the right-hand side of (II. 13), yielding a new estimate of An(~) 
on the left. The new An(~) is then substituted into the right-hand side of (n. 13) yielding another estimate of An(~)' 
As this process is repeated, it is found from experience that a steady value of An(~) is quickly obtained. The trunca
tion of the determinants is then made at a higher level, say to yield 8 x 8 and 7 x 7 determinants. The (4,3) trunca
tion estimation of An(~) is used as a first approximation in the (8,7) truncation equation. After several iterations a 
new steady value of An(~) is obtained. This can be used as a first estimate in a (12,11) truncation calculation, etc., 
until successive higher order truncations yield steady results. The rate of convergence of this process is exhibited 
in Table II for the sextic anharmonicity (CI' = 3) ground state for several values of ~. Note that three significant 
figure accuracy is obtained with (8,7) truncation when ~ ~ O. 5 while a (24,23) truncation is necessary for six sig
nificant figure accuracy. 

With the aid of the Schweinsian expansion for the ratio of determinants which differ only by a single row or 
column, the above ideas can be used to find a formula for Ao(~) when ~ is small. Since the method is developed in 
detail in Ref. 2, we merely state the results of such a calculation here for Ao(~) for the sextic anharmonicity (CI' = 3): 

_ 15~ _ 5~2 (405 135 144) (~3) 
Ao(~)- 8 4 17(1+10~) + 8(1+60~) + 48(2+235~) +0 . (n. 14) 

Notice that one must refrain from expanding the terms such as (1 + 10~)-1 in powers of ~ since the radius of con-

TABLE III. Values of the energies for n = 0,1, ••• ,5 of the oscillator with sextic anharmonicity. 

A Eo E, E2 E3 E4 E5 

0.0001 0.500187 1. 501 31 2.50464 3.51163 4.52364 5.54194 
0.0005 0.500924 1. 50639 2.52224 3.55505 4.60929 5.68890 
0.001 0.501825 1. 51248 2.54307 3.60389 4.70204 5.84189 
0.003 0.505225 1.53454 2.61429 3.76303 4.98831 6.291 53 
0.005 0.508371 1. 55399 2.67371 3.88885 5.20417 6.61764 
0.01 0.515443 1. 59544 2.79382 4.13169 5.60608 7.20873 
0.05 0.554544 1. 798 02 3.32220 5.11894 7.15:352 9.40088 
0.10 0.586945 1. 95042 3.69082 5.77373 8.14755 10.7796 
0.30 0.666448 2. :300 27 4.49838 7.16978 10.2336 13.64:39 
0.50 0.717812 2.51670 4.98331 7.99472 11.4551 15.3113 
0.70 0.757449 2.68065 5.34619 8.60815 12.3602 16.5441 
1.0 0.804966 2.87467 5.77197 9.32486 13.4152 17.9788 
2.0 0.915219 3.31756 6.73353 10.9:150 15.7785 21. 1187 
3.0 0.991891 3.62146 7.38764 12.0258 17.3758 23. :3523 
4.0 1.05231 3.85931 7.89731 12.8740 18.6165 25.03:12 
5.0 1. 102 86 4.05742 8.32061 13.5776 19.6447 26.4254 

10.0 1. 28232 4.75605 9.80691 16.0429 23.2442 31. 294H 

20 1. 50016 5.59753 11. 5883 18.9910 27.5433 :17.1067 
50 1. 85849 6.97310 14.4887 23.7825 34.5234 46.5371 

100 2.19334 8.25314 17.1803 28.2239 40.9893 55.2691 
200 2.59418 9.78157 20.3891 33.5149 48.6890 65.6649 
300 2.86398 10.8088 22.54:37 37.0662 53.8560 72.6400 
400 3.07309 11.6044 24.2117 39.8148 57.8545 n.0:374 
500 3.24618 12.2627 25.5912 42.0878 61.1611 82.5005 
1000 3.850 H7 14.5606 30.4053 50.0182 72.6959 98.0691 
3000 5.05525 19.1330 39.9780 65.7835 95.6232 129.011 
5000 5.73940 21. 7289 45.4106 74.7290 108.630 146.565 
8000 6.45138 24.4297 51. 0619 84.0339 122.160 164.824 
20000 8.10586 30.7039 64.1884 105.645 153.584 207.222 
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TABLE IV. Values of the energies for n = 0,1,2,3 of the oscillator with octic anharmonicity. 

X Eo(X) Et(X) E 2(X) E 3(X) 

0.0001 0.50064 1. 5056 2.5242 3.5711 
0.0005 0.50293 1.5240 2.5955 3,7538 
0.001 0.50543 1. 5424 2.6602 3.9044 
0.003 0.51343 1.5957 2.8295 4.2676 
0.005 0.51975 1. 6343 2.9432 4.4979 
0.01 0.53210 1.7047 3.1398 4.8812 
0.05 0.58449 1.9699 3.8200 6.1406 
O. 1 0.62051 2.1377 4.2265 6.8686 
0.3 0.69886 2.4847 5.0391 8.2987 
0.5 0.74551 2.6844 5.4969 9.0956 
0.7 0.78021 2.8308 5.8293 9.6718 
1.0 0.82069 2.9998 6.2106 10.330 
2.0 0.911 09 3.3722 7.0435 11.764 
3.0 0.97179 3.6195 7.5925 12.705 
4.0 1. 0186 3.8091 8.0120 13.424 
5.0 1. 0573 3.9649 8.3556 14.011 
10.0 1. 1909 4.5003 9.5322 16.020 
20.0 1. 3473 5.1221 10.892 18.338 
50.0 1.5943 6.0975 13.017 21. 951 
100.0 1.8163 6.9697 14.911 25.168 
200.0 2.0731 7.9760 17.092 28.870 
300.0 2.2415 8.6345 18.517 31.288 
400.0 2.3698 9.1358 19.602 33.127 
500.0 2.4748 9.5454 20.488 34.629 
1000.0 2.8331 10.943 23.508 39.749 
3000.0 3.5159 13.602 29.248 49.475 
5000.0 3.8891 15.053 32.380 54.782 
8000.0 4.2683 16.528 35.560 60.168 
20000.0 5.1194 19.835 42.693 72.247 

vergence of the first term in the square bracket is 1/10, that of the second term is 1/60 while that of the third term 
is only 1/117. 5. Certain terms in the A3 component have even smaller radii of convergence. 

We have used the algorithm described above to make tables of the first six energy levels of a sextic oscillator 
in the small A range (see Table III) and the first four levels for the octic oscillator in Table IV. As A increases, 
the size of the truncated determinants increases for a preassigned accuracy of the results. For a given energy level 
there is value of A, say Ae, such that when A ~ Ae our algorithm should be applied to H",(wX-w ,,,,), 1), [see Eq. (1. 5)] 
rather than H", (w, x) for faster convergence. This will be discussed in detail in Sec. III. 

If one wishes to compare our results of Table III with those of Biswas et al. 5 in their Table IV for Eo and Ez, 
the only energy levels which they discuss), their x is twice our A as are their energy levels. Their Hamiltonian 
differs from (I. 1) by the omission of the factor t on Hpz + wZXZ). 

The small A expansion for arbitrary quantum number n and general 0' is 

'" (a(Zi)a(-Zi) a(-ZJln~Zi») 
An(X, 0') = a~O) -:0 ° -21 + ° '7,1 + •.. , 

i"1 t-Zi tZi 
(II. 15) 

where 'k = k + akO) - a~O). The a's are defined by (11.8) and (11.5). 

As nand 0' increase, the range of A for which this formula is valid decreases rapidly. 

III. ON THE LARGE A REGIME 

In the large X regime, we start with (1. 5) and use our 
determinant ratio algorithm to find the energy levels of 
H",(wX-1/(1''''1, 1). These multiplied by X1/(1+",) give the re
quired levels for H,.(w, x). The matrix equation (II. 10) 
is basic for this purpose if the a~2j) are replaced by 
alZi ) I, where the primed variables are defined by 

a!O)1 = akO) - tE[l + 2(n + k)], 

al-Z) I = a~-Z) - tE, 

akZ) ,= ak2) - tE(n + k)(n + k - 1), (m. 1) 

and all X in (11.10) are set equal to 1 while 
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All other akZ",) remain unchanged except that A = 1. The 
analog of (II. 13) for the ground state energy shift is 

where the primes indicate that the elements of the 
determinants are the a~2J) I coefficients. 

(III. 3) 

The simplest case to consider first is the regime of 
very large oX (i. e., E = t) which corresponds to a purely 
20' - ic oscillator. Then the ground state energy is 

(III. 4) 

Hioe, MacMillen, and Montroll 1325 



                                                                                                                                    

TABLE V. The convergence of AO(E) for IE ~ ~, i. e. , h ~ 00 for 
the sextic (a ~ 3) and octic (CI! ~ 4) anharmonicities as the sizes 
of determinants increase. 

Size of A 0(00) Size of Ao(oo) 
determinant ll' ~3 determinant Cl' ~4 

(4,3) 0.200620 (11,10) 0.24765 
(12,11) 0.181375 (19,18) 0.24568 
(20,19) 0.180723 (27,26) 0.24552 
(28,27) 0.180704 (35,34) 0.24551 
(35,34) 0.180704 (43,42) 0.24551 

The values of AO(A) which have been obtained for various 
truncations of the determinants are given in Table V 
for the sextic anharmonicity (0' = 3). For seven figure 
accuracy one must apply the determinant algorithm to 
30th order determinants. However, since we use a 
sparce determinant simplification in the computation, 
the actual computer time for the calculation is only 
a few seconds. 

We have calculated the AO(A) for the combined 
harmonic and sextic oscillator in 

(III. 5) 

by our algorithms for some sample values of A in the 
range 1-'S A < 00. These are listed in Table III for 0' = 3, 
along with the values for 0 -'S A < 1 calculated in the 
manner discussed in Sec. II. The results listed in the 
table as well as a number of others for a denser set of 
A'S than those of the table have been used to find the 
following asymptotic formula: 

EO(A) = All 4(0.680707 + 0.129 39A-1/2 

- O. 0052A-l + o •• ). (III. 6) 

The precise scheme for the calculation of the coef
ficients has been outlined in Sec. III of Ref. 2. 

The large A determinant truncation algorithm has 
also been employed for the determination of the next 
five energy levels for our sextic anharmonicity. The 
results are tabulated in Table III along with those ob
tained from the small A algorithm. Curves are plotted 
in Fig. 2. Asymptotic formula analogous to (III. 6) have 
also been found empirically for n = 1, 2, ... , 5: 

TABLE VI. Values of En, Ci n, and J3n of Eq. (III. 7) for sextic 
anhar monic ity • 

n En an J3n 
0 0.680707 0.12939 - O. 0052 
1 2.57975 0.30193 - O. 0071 
2 5.39489 0.38029 - O. 0032 
3 8.88051 0.44689 - O. 0026 
4 12.9113 0.50593 - O. 0022 
5 17.4216 0.55867 - O. 0020 

(III. 7) 

The coefficients En, O'n' and (3n are listed in Table VI. 

We have listed a selection of energy levels for our 
oscillator with octic anharmonicity in Table IV for the 
first four energy levels. Curves are plotted in Fig. 3. 
For large A the asymptotic expansion of En(A) is 

En(A) = Al/5 (En + G'n A -215 + f3n A-4 / 5 + •• '). 

The various values of En, O'n, and (3, are given in 
Table VII. 

(Ill. 8) 

Since, as n increases, the size of the determinant re
quired for the truncation algorithm increases rapidly, 
it is desirable to find an alternative procedure for the 
calculation of energy levels of highly excited states. A 
WKB type of analysis will be used for this purpose. 

IV. LARGE n REGIME 

It is known from experience with WKB calculations 
that the nth energy level associated with certain one
dimensional potentials, of which those considered here 
are examples, depend on n through the combination 
(n + i). In the style presented in Ref. 2 in the discussion 
of quartic anharmonicities, we scale the parameters 
En, O'n' and f3n of (III. 7) and and (Ill. 8) with powers of 
(n + i). In Table VIII we list the following combination, 
as a function of n, for sextic anharmonicities; 
En/(n+±)3/2, G'n/(n+±)1/2, and (3n(n+±)1/2. Notice that, 
with increasing n, limits seem to be approached. In
deed, even for n only 5 the ratios are very close to 
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FIG. 2. Same material as Fig. 1 but 
for sextic (0' ~ 3) oscillator. 
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TABLE VII. Values of En. O'n. and 13n of Eq. (III.8) for octic 
anhar monic ity. 

n En an f3n 

0 0.70405 0.1205 -0.0039 
1 2.7315 0.2730 -0.0047 
2 5.8842 0.3276 - O. 0012 
:3 9.9611 0.3699 - O. 0006 
4 14.824 
5 20.389 

those which have been obtained from the WKB type cal
culation described below. 

Since we are especially concerned with the large ,\ 
regime, we apply the WKB method to the Hamiltonian 
H",(w,\-l/(a.l), 1) rather than to H",(w, '\). We first exam
ine the case in which ,\ is so large that we need only 
consider the purely 2Q1 - ic oscillator with Hamiltonian 
H",(O,l). A formula due to Titchmarsh (Ref. 9, p. 151, 
Eq. 7.7.4) is immediately applicable. Let J-Lo, J-Ll' ••• 
be eigenvalues of 

</I" + [J-L - q(v)] </1=0 with q(v) _00 as v=± 00, 

</I(± 00) = </I'(± 00) = O. 

Then, if vn and v~ are roots of q(v) = J-L m 

I1 vn 
- [J-Ln-q(v)]1/2 dv=n+t+O(1/n). 
rr v'n 

(IV. 1) 

(IV. 2) 

(IV. 3) 

We proceed to follow the scheme outlined above by 
starting with the equation 

(d2/dy 2 + 2E - i - 2,\i"') </I = 0 

and letting 

(IV. 4) 

y = (2,\)-11 (1+"') V and J-L = 2E(2,\)-11 (1,,,,). (IV. 5) 

Then 

[d2 / dv2 + (J-L - v2"') - v2 (2,\)-2 /(1,,,,) N = O. (IV. 6) 

In the very large .\ regime in which we can neglect the 
term proportional to v2, (IV. 6) has the form (IV. 1) so 
that we can apply the Titchmarsh formula to the result
ing equation with 
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n=3 

TABLE VIII. The approach to WKB results for sextic 
anharmonicity. [see Eq. (IV. 23) with O! = 3]. 

n Cn=e:,/(n+!}3/2 an = 0' ,/ (n + }) 1/ 2 bn = 13n(n + }) II 2 

0 1.92533 0.18299 - O. 0037 
1 1. 404 24 0.24653 - O. 0086 
2 1. 364 81 0.24052 - O. 0054 
3 1.35624 0.23887 - O. 0049 
4 1.35254 0.23850 - O. 0047 
5 1.35066 0.23822 - 0.6047 
WKB 1.346760 0.238075 -0.0045919 

q(v) = v2"'. (IV. 7) 

In this case vn = - v~ = J-L~/201.. 
Titchmarsh9 has evaluated the resulting integral 

(left-hand side) (IV.3), which now has the form 

J-L~1""')/2'" rr-1 11 (1- x201.)1/2 dx 

_ (1+01.)/20< ( r(i)r(1/2O') ) 
-il n 2O'rrr(i + 1/20') 

(IV. 8) 

When this expression is combined with (IV. 5) and (IV. 3), 
we obtain the following formula for the energy levels: 

E (A)_A(2A)1/(l+o<)(n+t)2rrO'r(%+1/2O'))2Q/(1''''l (IV 9) 
n 2 rmr(1/2(]1) . . 

From this expression we can obtain the WKB value of 
En for special values of (]I : 

a En/(n + ~yOl.I (1.0<)= C 

2 1. 376 507 

3 1. 346760 

4 1. 326 607 

5 1. 312 307 

These values are consistent with the numbers in 
Tables VIII and IX and in Table V in Ref. 2. 

Equation (IV. 9) is an asymptotic result for very 
large n. It can be improved by referring back to the 
Titchmarsh formula (IV. 3), in which the right-hand 

FIG. 3. Variation of first four energy 
levels as a function of anharmonicity 
constant A for octic oscillator. 
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FIG. 4. Ground state energy levels for anhannonic oscillators 
with quartic (a = 2), sextic (a = 3), and octic (0' =4) oscillators. 

side of the equation has a term of order l/n which has 
been neglected. Let us suppose that this term is writ
ten as o,,/[n + 1] where the parameters 0" depend on 
the power 20' which appears in the anharmonic force 
law. Let Co: be the constant multiplying (n+1)20:/(1>0:) 
in Eq. (IV. 9). Then, if we refer back to equations such 
as (Ill. 7) and (IlL 8) and if we assume that in (IV. 9) 
we replace (n + 1) by 

(n + 1;) + 0o:/{n + 1), 
we could, from our numerical data, determine the 0" 
or 

(IV. 9') 

In Ref. 2 this was found for 0' = 2 to be 

02 = O. 026 51 

Estimates of 00: for a = 3 and 0' = 4 are given in Table X. 

The WKB values of an and f3 n in Tables VIII and IX are 
obtained by substituting 

q{v) =v2" + v2{2~)-2/(1+") 

into (IV. 3), which then becomes 

n + 1 + 0 (l/n) == 1T-1 J.l~1>Od I 2" F{f3, 0'), 

where 

F{13, 0') '= foxn [1- f3x2 - x2,,]1/2 dx, 

f3 '= J.l~/" /2~21 (ho:), 

(IV. 10) 

{IV. 11) 

(IV. 12a) 

{IV. 12b) 

with f3 being a small number and Xn the root near 1 of 

1 - 13x~ - x~o: = O. 

It is easy to show that 

xn=l- (13/20') + (5 - 20')(f32/80'2) + .... 

If we let Z =X/Xn , then (1) becomes 

F{f3, 0') =X~H" 101 [(1- Z2,,) +y{l- z2)]1 /2 dz, 

where 

y=f3x~(1-") . 

Since, for O-'Sz-'Sl andy-'Sl, 

Y{l- z2) -'S (1- Z2,,) for 0' ;, 1, 

1328 J. Math. Phys., Vol. 17, No.7, July 1976 

(IV. 13) 

{IV. 14) 

{IV. 15) 

(IV. 16) 

TABLE IX. The approach to the WKB results for octic 
anharmonicity. 

n C n = En/(n +~) BI 5 an=a,/(n+ ~)2/5 bn = (3n(n + ~)4/5 

0 2.1343 0.1590 - O. 0022 
1. 4278 0.2321 - O. 0065 

2 1.3583 0.2271 - O. 0025 
3 1. 3421 0.2241 - O. 0016 
4 1. 3360 
5 1. 3330 

WKB 1.326607 0.222270 - O. 001607 

{IV. 17) 

where 10 and 11 are immediately expressible in terms 
of beta functions since 

101 yI-1(1- y)S-ldy=B(s, t) 

= r{s)r{t)/r{s + t), when t> 0, s> O. 

(IV. 18) 

Then 

10= (1/20') B{1/20', 3/2), 

11 = (1/20') {B{1/20',~) - B{3/20', ~)}. 

(IV. 19a) 

(IV. 19b) 

While 12 is also expressible in terms of beta func
tions, a little preparation is first necessary. We write 

= 2~ [(1 -~) B (2~ , ~) -2 (1 -~ ) B (2~ , ~) 
+ (1-~) B (2~' ~)J. 

{IV. 19c) 

TABLE X. Estimates of 0" for 0'=3 and 4 from Eq. (IV. 9'). 

n 03 04 

0 0.067216 0.086518 
0.063570 0.105765 

2 0.055722 0.092811 
3 0.057406 0.089426 
4 0.057917 0.089816 
5 0.058330 0.090660 
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Hence 

_ X~+o< { (1 3\ Y [ (1 1\ 
F(f3,O')- 20' B 20"2} +2 B 20' '2} 

- B (~ !)] - y2 [(1-!\ B (~ !) 
20' ' 2 8 \ a} 20' ' 2 

-2(1-~)B(~ !)+(l-~)B(~ !)l 0' 20' ' 2 0' 20' ' 2 'J 

+ ... } . (IV. 20) 

It is to be noted from (IV. 14) that 

y = f3x~(I-O:) = f3[1 - 2 f31-o< /20' + ... ]. (IV. 21) 

By introducing (IV. 14) and (IV. 21) into (IV. 20) we 
finally obtain the following expression for F(f3, 0'): 

F (0') (11) f3 (11) (f3,0')= 1+0' B 20" 2 -"8 B 20" 2 

+ --- f32 B - - + .•. (5 -a) (5 1) 
80' 20' ' 2 . (IV. 22) 

When this form is inserted into (IV.ll) [remembering 
that through (IV. 12b} f3 depends on J.l n and 1/'\] the re
sulting equation can be solved for J.l n in the form of a 
series expansion in inverse powers of'\. That value 
of J.l n can, from (IV. 5), be converted into the following 
formula for the nth energy level in the large n, large 
,\ regime: 

En =,\1/(0< +1)[C (n + t)2a/ (1«» + a,\-2/( I+a) (n + t}2/( a.1) 

+ b,\-4J(a+1l(n+ t)-2(a-2)/(a+l) + ... ], 

where now 

(IV. 23) 

C = 2(a-2)/(o<+I) [1T(0' + 1}yd2a /(a+I), (IV. 24a} 

a=2-(a-2)/(a+I)[1T(0' + l)yl J2/(a+l) YIyjl, (IV. 24b} 

b=2-(5o<-4)/(a+I)(5a-1_1)[1T(0' + 1)YI]-2(a-2)/(a.1l 

X (Y~Y32 - YIY5I), (IV. 24c) 

and 

Yj = r(j/ Ct )/[r(j/20') J2. (IV. 24d} 

1329 J. Math. PhY!7., Vol. 17, No.7, July 1976 

FIG. 5. Percentage difference of the co
efficient En for the 20' - ic oscillator 
from the WKB coefficient as the quantum 
number n increases. 

8 

The numerical values for the various constants in 
some special cases are 

i. 0' = 2 ii. 0' = 3 

C = 1. 376507 C =1. 346760 

a= O. 268 055 a= O. 238 075 

b = - O. 011 675 b = - O. 004591 

iii. 0'=4 iv. 0' = 5 v. 0'=00 

C = 1. 326 607 C = 1. 312307 C =1. 233 700 

a= O. 222 270 a= O. 212 348 a=0.166666 

b = - O. 001 607 b=O b = 0.004503 

V. SMALL A, LARGE n REGIME 

Since we have completed our investigation of the 
energy levels associated with large n and large '\, it 
would be natural to examine the WKB approach to the 
small ,\ regime. In our method of doing that, we will 
incidentally introduce a broader strategy which is moti
vated by results presented in Ref. 10 in discussion of 
classical anharmonic oscillators; with this strategy we 
will obtain formulas for energy levels (for large n) 
for the full range 0 ~,\ ~ 00. Our starting point is the un
scaled Schrodinger equation (I. 23): 

ZP" + (J.l - y2 - 2'\y2a) </! = 0 with J.l = 2E. 

This can be rewritten as 

</!" + (J.l- n2y2 +E[(n2 -1) y2 - 2,\y2"]} </!=O, (V.l) 

where n can be identified as a renormalized frequency 
which will be specified later and E is an expansion 
parameter which will finally be set equal to 1. We will 
choose n in such a way that when E = 0 the resulting 
harmonic oscillator system better mimics the an
harmonic oscillator, If J.l n = 2En and </! = </!n, n being the 
quantum number of the energy level, then n also de
pends on n as well as '\, 

Titchmarsh's formula (IV.3) now has the form 

n + t + O(l/n} = (2/rr) Iovn {J.ln - n~ y2 - E( (1- n~) y2 

+ 2,\y2o<]}I12 dy, (V. 2) 
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where l'n is the value of y which makes the integrand 
vanish. Now, if we consider the large n regime so that 
for practical purposes we drop terms of O(1/n) and if 
we set 

then 

(n + ~) = (2Mn/1Tnn) foxn [1 - x2 _ E(Ax2 + ABx2'" )]1/ 2 dx 

(V.3) 

and 

(V.4) 

where 

k= (1 - n~)/n~ and B = (2/Mn)(j.Ln/n~)"'. (V. 5) 

When the 1 in the integrand of (V. 3) is replaced by the 
combination of parameters which equal the leftmost 1 
in (V. 4), (V. 3) becomes 

(n + ~) = (2j.Ln/1Tnn) foxn {(x~ - x') + E(A (x~ - x') 

(V. 6) 

If we set t = (X/Xn) , , we have 

(11 +~) = (MnX~/1Tnn) fol rI/2(1_ t)l12 

x {1 + E(A + ABx~("'-I) [(1- t"') /(1 - t)])}1/2 dt. 

(V.7) 

Now let us expand 

j.Ln = M(nO) + Ej.L(n1) + .•.. (V.8a) 

Then, since B depends on A according to (V. 5), 

B=Bo+EB1+"', (V.8b) 

where 

B 0= 2[j.L(nO)] "'-1 /n;'" , 

Bl = 2(a - 1)[j.l~O)J <>-2 j.l(n1) /n~"', .... 

Also, from (V. 4) 

(V.9a) 

(V.9b) 

x~ = 1- E(A + ABo) + E2[ - ABI + (A + ABo)(A + '\ctBo)J+' ". 

(V.IO) 

When (V. 10) is substituted into (V. 7) and the square 
root is expanded, it is found to first order in E [noting 
that 1- t'" = (1- f) + t(l- 10:-1)] that 

(n+ ~)/j.L(nO)][I-E(j.L(P/j.L~O»+O(E2)J 

= (1Tn )-1 {1 ,-1/2 (1- t)1/2 dt {l-1E(A + ,\Bo) n Jo 

+ M(t - to:)/(1 - t)] ABo + o (€2)}; 

the basic integral 

r (1- W-1 tw- 1 dt=r(z) r(w)/r(z + w) =B(z, w) 

° 
implies that 

[(n + ~)/j.L(nO)][l- E(j.L\;) /j.L(~» + ... ] 

(V.lt) 

(V. 12) 

= (2nn)-I{I-1E[A + ABo(2a)! /2 2
0:-

1a! a! 1 + o (E')}. 

(V. 13) 
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At this point we choose the as yet unspecified value 
of nn in such a manner that the coefficient of the term 
proportional to E in (V. 6) vanishes; i. e., recalling the 
definition of A and Bo, we have 

n;( "'-1> (n~ - 1) = A(j.l~ O»"'-IC '" '" A(2E~O»"'-lC", 

where 

(V. 14) 

C'" = (2a) !/[22(,,-1)a! a!] and A =-1AC"Bo' (V. 15) 

The vanishing of the term proportional to E on the 
right-hand side of (V. 13) implies the vanishing of the 
corresponding term on the left; i. e. , 

M(n1J = O. 

Some special values of C" are 

C2 =3/2, C4 =35/32, 

C3 =5/4, C5 =63/64, etc. 

(V. 16) 

(V. 17a) 

Stirling's approximation of a! yields the large a form 

(V. 17b) 

We obtain the zeroth approximation to the nth energy 
level by equating the constant terms on each side of 
(V. 13): 

(V.18) 

which is the standard form for a harmonic oscillator 
energy level; however, the nn is a renormalized fre
quency which is to be determined from (V. 14) and which 
itself depends on the quantum number n. When (V. 18) 
is substituted into (V. 14), it is found that 

n~-1 (n~ - 1) = AC", (2n + 1)"'-1. (V. 19) 

When a = 2 the resulting cubic form of this equation 
is of the "reduced" type for which simple solutions 
exist. With Cz = 3/2, the form of the solution depends 
on whether 

tA(2n + 1) -13 > 1 

or 

t A(2n + 1)-13 < 1. 

In case (V. 20a) one has the Cardan solution 

nn = {t'\(2n + 1) + [is A2 (2n + 1)2 - t7l1!2}1/3 

(V.20a) 

(V.20b) 

+ {t A(2n + 1) - [ 1
9
6 A2 (2n + 1)2 - if Jl12}1/3, (V. 2Ia) 

which in case (V. 20b) the trigonometric solution is 
more convenient: 

nn = (2/-13) cos H cos-1( f -13 '\(2n + I)]}. (V.2Ib) 

When a = 3, Eq. (V .19) is quadratic in n~ so that 

n~ = ~ {I + (1 + 5,\(2n + I)' Jl1 2}. (V. 22) 

When ex =5, Eq. (V. 19) becomes a Cardan "reduced" 
cubic in the variable n~'. The Cardan solution yields 
the result 

nn= [{2It + rUt) 3 + (2~) 'J 1/2} 1/3 

+ {2~ - [6~J 3 + (2~1 'J 1/2r/3l2, (v. 23a) 

where 
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(V. 23b) 

Generally, the solution of Eq. (V. 19) for any positive 
integral 0' depends on the combination 

1')", = A(2n + 1)"'-1- (2n)",-1 A for large n. (V. 24) 

When 1')", is either large or small a systematic expan
sion for nn is easily obtained. 

When 1')",« 1, nn~ 1 and iteration of (V. 19) yields 

n2 1 + C",1')", (V 25) 
n= [1+C"1')"(1+1')",C"n~-,,,)](,,,-j)/2' . 

which is, to second order, 

n; -1 + C",1')", [1 + C ",1')",(1 +1')"C,,)](t-a)/2 . (V. 26) 

When 1')", »1, nn - [C'" 1')",]11 ('" +1). Iteration yields 

_ (C",1')",)1/(1+",) 
nn- [1- (C",1'),,)-2/(j+"')(1- n~2)2/(1+"')11J(j+",j, (V. 27) 

which to second order is 

_ (C"1'),,,)1/(t+"') 
nn [1- (C"1')",)-27t1+"'l]l/(I+,,,)' (V. 28) 

Equation (V. 18) and the various forms of nn given 
above give zeroth order estimates of the nth energy 
level, E~ 0). The frequency nn was chosen so that terms 
first order in E vanish. We now proceed to the calcula
tion of the second order correction. 

Let us substitute (V. 10) into (V. 7), put P.n on the 
left-hand side of the resulting equation and retain 
terms up to order E2 on the right. Then we find [again 
noting that 1_['" '" (1- t) + (t - t")] 

(n + i) nnkn = {1 + iE2 (A + ABoHt A + (0' - t) ABo]} B(t f) 

- 1(0' + t) E2ABO (A + ABo) J2 - -h2A2B~ J3, 

(V. 29) 

where J2 and J3 are the integrals 

J2 = 101 r112(t - t"')(l- t)-1/2 dt= B(t f) - B(t, 0' + t), 

(V.30a) 

J 3 = 101 t-1/2 (t - t")2(1 - 0-3 / 2 dt 

= - 2 101 t-1/ 2(t _ t"')2 d(l- 0-1/2 

= - 2[f B(i, f) - 2(0' + t) B(t, 0' + t) 

+ (20' - i) B(t, 20' - m. (V.30b) 

After these integral expressions are substituted into 
(V. 29) and Bo is related to A through (V. 15), it is 
found that 

2(n + t)nn/ P.n = 2(n + i) (nn/ p.~)[1 - E2 (p.(;) /p.(nO» + ••• ] 

=1 +iE2(0' - t)[-A2 +2B~A21T-tB(t, 20' -t)]+O(E3). 

(V.31) 

When the beta function B(s, t) is expressed in terms 
of gamma function [see Eq. (V. 18)] and A and Bo are 
related by 

A = - ABo B(t, 0' + t)/B(t f), 

Eq. (V. 31) reduces to 
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(V. 32) 

[{2n + 1)nn/p.(nO)][1- E2(p.~2)/p.(nO» _ ••• ] 

-1_1. 2A2(4 -1) (1- 1T1/2 r(20'-t)r
2
(0'+1») 0" 

- BE 0' 2 r(20')r2(0'+t) + 

= 1- hA2 (40'- 1) [1- (4~~ 1) (40')! ((;;) V 4J + 0 ... 

(V.33) 

If we write the nth energy level as 

En = E~O) + E2 E~2) + E3E~3) + •• 0 , (V. 34a) 

and remember that 2En '" 11", by equating the coefficients 
of E2 of both sides of (V. 33) we find [also using the defi
nition of A, (V. 32)] 

E.2) /E~ 0) = [{40' - 1)/8][ (1 - n;) n~2]2 {1 - [20'/(40' - 1)] 

x (40')! [a! / (20') ! ]4}. 

(V. 34b) 

This yields the following results for 0' = 2, 3, and 4: 

for 0'=2 E~2)/E~0)=_(7/72)(1_n~2)2, (V. 35a) 

for 0' = 3 E~2) /E~O) = - (143/400)(1- n;2)2, (V. 35b) 

for 0' = 4 E~2) /E~ 0) = - (1473/1960){1 - n;2)2. (V. 35c) 

So that to second order, for example, 

for 0' = 2 En= (n + t) nn [1- -frE2(1- n~2)2 + •• 0] (V. 36) 

Of course, for each 0', nn has a different form, as dis
cussed in Eqs. (V. 19)-(V. 27). 

After a straightforward but lengthy calculation, the 
following expression can be found for E~3): 

E~3) /E~ 0) = [(2/C ",)(1 - n~2) ]3( t~8) 

x [8(60' - 1)(20' - 1) R3 + 200' (1 - 40') R 2C '" 

+ (80'2 + 30' - 1) C~], 

(V. 37) 

where 

2[2(60' - 1)]! 
R2 = 22(2"'-1) (20' _ 1)! (20' - 1)! ' (V. 38a) 

2(60' - 4)! 
R3 = 22(3,,-2)(30' _ 2)! (30' - 2)! . (V. 38b) 

This yields the following results for 0' = 2,3,4: 

for 0' = 2 E~3) /E~O) =i(l- n;2)3, (V. 39a) 

for 0' = 3 E~3) /E~ 0) = (449/400)(1 - n;2)3, (V. 39b) 

for 0' = 4 E~3) /E~ 0) = (402 069/98 000){1 - n~2)3, (V. 39c) 

so that to third order, for example, for 0' = 2 

En = (n + t) nn [1 - 772 E2(1 - n~2)2 + h 3(1 _ n~2)3 + ••• ]. 

(V. 40) 

Let us now consider the numerical aspects of Eqs. 
(V. 18) and (V. 35)-(V. 40). We first examine the case 
0' = 2, of course setting E= 1 in various expansions. 
When A is small, (V. 26), the zeroth approximation to 
En is 

Hioe, MacMillen, and Montroll 1331 



                                                                                                                                    

En = (n + t) v'1 + 3,X(n + !-) [1- O(,X2)] 

= (n +t) +% ,X(n2 +n +t) +O(,X2). (Y.41) 

The term proportional to ,X is to be compared with the 
exact result 

(y.42) 

obtained in Eq. (I. 13). Although (Y. 41) was derived for 
the large n regime as small as 4, (V. 41) yields the 
combination 

n 2 +n+t=20.25. 

This deviates only by about a percent from the exact 
combination 

n 2 +n+t=20. 50. 

While the expansions in this section were intended 
to be useful in the small A regime, it is amusing to 
test them in the large ,X range. As ,X - OCJ, we use Eq. 
(Y.27) to note that to "zeroth order" (V. 40) yields 
(since Ci = 2 in this discussion) 

(y.43) 

Hence, to zeroth order 

E~O) - 31!3 ,Xl!3 (n + t)4! 3 = (1. 4422) ,Xl!3(n + W13 , 

(V. 44) 

where the coefficient 31! 3 is to be compared to the 
exact coefficient 

c = 1. 3765'" (y.45) 

listed below Eq. (IV. 24d). It is remarkable that the 
exponents on ,X and (n + t) are correct in this zeroth 
order approximation, and that the estimation of C of 
1. 4422 is only in error by about 5%. 

Some improvement in the estimation of C might be ex
pected through the use of the expansion (Y.40). In the 
large ,X limit nn becomes large so that n~2 can be 
neglected compared with 1. Hence, with E = 1 we must 
consider the correction 

1 - (7/72) + (1/8) - (673/3456) + ..• (Y.46) 

[we have found the term of O(~) to be included in the 
curly brackets to be 

(V. 47) 

The disappointing feature of (Y. 46) is that the correc
tion terms of alternating sign are all of about the same 
order so that there is no indication of a convergent 
result. However, since the series seems to be some
what like 

1/(1+x)=1-x+x2 ... 

as x -1, it is suggested that we note the formal equi
valence of (Y. 40) with 

En = (n + t) nn {1 - * E2 (1 - n~2)2[1 + tE(l - n~2) 

(V. 48) 

At least in this form we have reached a stage in which 
terms seem to be starting to decrease in the E expansion 
as E -1 so that there is some hope for the convergence 
of the series. 
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In the large ,X limit (with E = 1) the terms in the curly 
bracket become 

1 - (-.h)(1 + t - 28;532 + ... )-1 = O. 94978. (y.49) 

When multiplied by the 1. 4422 which appears in Eq. 
(V. 44) this gives the estimate 1. 3688 to C, a value 
differs from the exact C of Eq. (Y.45) by only 68 parts 
in 13000. While this estimate of c is a slight over
shoot of the exact value, we expect that further terms 
in (Y. 49) would correct for it. Actually the error is 
slightly less if the term (823/2352) is omitted in (V. 49), 
the estimate of C in that case being 1. 3808 which is 43 
parts per 13000 too large. Were the exact C not known, 
one could not have too much confidence in this result 
since without the neglected term in (Y. 49) no indication 
of a convergent series would have appeared. 

When a = 3, the equation equivalent to (V. 48) is 

E = (n + ,,-) n {1 _ illE2(1_ n-2)2 
n 2 n 400 n 

X[l + m E(1- n~2) -" .J-1}. (V. 50) 

In this case we have not yet calculated the fourth order 
term, but in the limit ,X - 00 when n~l - 0, we have (with 
E=l) using (Y.24), (V.28), and (V. 17a) 

En= (n + t)3!2,Xl!451!4 [1- -!M(1 + m -... )-lJ 

"'1.366 (n+t)3!2,Xl!4. 

The coefficient 1. 366 compares favorably with the exact 
result 1. 347 listed as C in the Ct = 3 table below Eq. 
(IV. 24d). 

When CI! =4, 

En = (n + t) nn {1- (1473/1960) E2(1_ n~2)2 

X [1 + (143 023/24 550) E(l - n~2) - 00. J-l}. (Y. 51) 

As ,X - 00, with E = 1 we obtain 

En = (n +t)3!5 ,Xl!5(35/4)1!5 {1- (1473/1960) 

X [1 + (143 023/24550) - ••• J-l} 

"'1. 373,X1/5 (n+t)3/5. 

When the coefficient 1. 373 is compared to the exact 
result 1. 327, it is evident that a calculation terminated 
at third order when CI! = 4 is not as accurate as similar 
calculations for CI! = 2 and 3. This is not surprising 
because the larger Ci, the more difficult is should be 
to find an equivalent harmonic oscillator. 

Equations (Y.48), (Y.50), and (V. 51) can be rewritten 
as 

where 1; /CI!) is a set of coefficients in a series in Eu 
with 

Our numerical analysis indicates that while the series 
expansion of the relative deviation of En from (n + t)nn 
converges slowly if at all, that for the inverse seems 
to converge more rapidly. 
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An important feature of the general formulas of this 
section is that the quantity En/{n + i) depends only on 
the combination of n and A in the form of 1)", [see Eq. 
(y.24)] 

21-"'1)ot = A{n + i)",-l. 

Hence one should not consider A to be the perturbation 
parameter in our anharmonic oscillator system, but 
rather the combination A(n + i)",-l. The "weak" coupling 
range for A thus depends on the energy level that one 
is considering. The larger n, the smaller A must be to 
be in the weak coupling range. This is consistent with 
classical theory of anharmonic oscillator dynamics in 
that the frequency of oscillation of an anharmonic os
cillator depends on the initial conditions on the oscilla
tor displacement from equilibrium. Big initial displace
ment and velocities are the analog of the large quantum 
number regime. The importance of the combination An 
in the case (11 = 2 was noticed independently by Halpern. 11 

APPENDIX A 

In this appendix, we first show how {at + a)l>, where 
at and a are the boson creation and annihilation opera
tors, can be expressed in terms of the normally ordered 
products, and from this we show how the matrix ele
ments given in Eq. (II. 5) are readily obtainedo 

The normally ordered product of {at + a)l> is defined 
as 

:{at+a)l>:=t (~) {aty-iai • (Al) 
}=O J 

By repeated use of the commutation relation 

[a, at] = 1 (A2) 

we readily find, for the first few values of p = 2,3,4 
(and writing cp for at + a), 

cp2 = : cp2: + l, (A3) 

cp3 = : cp3: + 3: cp: (A4) 

(A5) 

We now postulate that, for any p '" 1, cpl> can be written 
as 

(A6) 

and we attempt to determine the possibility of a solu
tion for c~. 

Multiplying (A6) from the left by cp and using the 
relation 

we find 
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(A7) 

1>-1-2i (p 1 2') ) + (p _ 2j) ~ -. - J (at )P-1-2i-i ai 

• =0 t 

or 
[(1).1) /2l 

cpP.1 = 6 [c~:cpP'l-2i: + (p - 2j) ~:cpl>-1-2i:] 
i=O 

[(1'+1) /2l 
=: 6 [c~ + (p - 2j + 2) ~-1] : cpl>.1-2j: 

j=O 

[(1)+1) / 2l 
6 c~+1:cpl>+1-2i:, 
i=O 

(AS) 

(A9) 

from which we find that ~ must satisfy the recurrence 
relation 

(AlD) 

This recurrence relation is somewhat similar to the 
recurrence relation for the binomial coefficients 

q + Cf_t = Cr1
• 

After a little thought, we find 

~=[pI/(p- 2j)IjI]2- i • 

Thus we obtain 

[I> /2l 
(at + alP = I; 

i=O 

P ' P-2j 
.,.---"---,-. ...,....,..---, 2- i 6 
(p-2j)!jI i=O 

(All) 

(A12) 

(Al3) 

The expression (A12) was stated by Baker12 and was 
known to others. 

Now, to derive our basic matrix equation using the 
B,argma¥ representation, we note that the operator 
z 1 (d/ dz) 2 with gl - g2 = 2(11 - 2h in the Hamiltonian would 
contribute a term 

"2-1 

TI (n + k - Z) 
1=0 

to the matrix element 

c~~~-2ot)(2(11) C?o ( ... ) being defined as 1) 
and the collection of operators with gl - g2 = 2a - 2h is, 
from (A13), given by (lettingp=2a) 

~ t (2a) I 2-i (2a - 2j ) z2ot..h-i (dd
z

) h-i 
2'" j=O (2a-2j)Ij! h-j 

and hence 

C(2h-2ot) (2a) _l t (2a)! _i(2a - 2j) 
n+k -2'" J=O {2a-2j)Ij!2 h-j 

APPENDIX B 

h-i-l 
x TI (n+k- Z), h=O, 1, ••. , 2a. 

1=0 

(A14) 

(A15) 

In this appendix, we give the explicit expressions for 
the matrix elements of G in Eq. (II. 11) for a = 3 and 4. 
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a~-6) =iJt, 

a~-4)=tJt(n+k+~), 

ak-2) = 1; Jt[(n + k)(n + k + 3) + 3], 

a~O)= tJt {en + k)[(n + k)(2n + 2k + 3) + 4] +%}, 

ak2)= ¥Jt{(n + k)(n + k - l)[(n + k + l)(n + k - 2) + 3]}, 

ak4
) = tJt(n + k)(n + k - l)(n + k - 2)(n + k - 3)(n + k - 1), 

a~6) =iJt(n + k)(n + k -l)(n + k - 2)(n + k - 3)(n + k- 4) 

X(n+k-5), 

Yk= k + akO) - A (Jt). 

a=4 

a(-S)=..!..Jt 
k 16' 

a~-6) = iJt(n + k + f), 
ak-4) = i"Jt[2(n +k)(n +k+ 5) + 15], 

a~-2) = iJt{(n + k)[(n + k -1)(2n + 2k + 11) + 30] + 15}, 

akO) = ~~ Jt{2(n + k)[(n + k-1)«n+k- 2)(n +k+5) 

+ 18) + 12] + 3}, 

ak2) = tJt(n + k)(n + k -l){(n + k - 2)[(n + k - 3) 

x[2(n + k - 4) + 15] + 30] + 15}, 

ak4) =iJt(n+k)(n+k-1)(n+k- 2)(n+k- 3) 

x[2(n+ k - 4)(n +k + 1) + 15], 

ak6 ) = tJt(n + k)(n + k - l)(n + k - 2)(n + k - 3)(n + k - 4) 

x (n + k - 5)(2n + 2k - 5), 

akS) = 1~ Jt(n + k)(n + k - l)(n + k - 2)(n + k - 3) 

x (n +k- 4)(n +k- 5)(n + k - 6)(n +k- 7), 

yk=k+akO) -A(Jt). 

APPENDIX C: ANALYTICAL APPROXIMATIONS 
FOR THE BOUNDARY LAYERS OF THE OSCILLATOR 
WITH 2cx-ic ANHARMONICITY 

1. Boundary layer for the deviation from the purely 
harmonic oscillator in the limit n - 00, Jt - 0, n"'-lJt 
=const. We shall derive that [see Eqs. (Cl-9) below] 

n n 
_ 1 (2a)! ,,-1 1 {(4a)! [(2a)!]2} 
- 2" ~ (n Jt)-~ [(2a)!]2 - (a!)4 

x (2a + (1/2")[(2a)!/(a !)2]a(a +1)(n"-1Jt))( "-1 2 
{1 + (1/2")[(2a) !/(a !)2]a(n"-lJt)p n Jt). 

If this is set to be equal to 10%, say, then solving (a 
cubic equation) for n"-1 Jt, we find the solution n"-1 X = {:l, 
from which we determine 

Jt1E~-1 (Xl) 
2 

'" (n,,-lX) (1 + (a -1) A~X) + (a -l~;a - 2) (A~Jt)) + ... ) 

by substituting n"-lX = {:l in the expression. 
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2. Boundary layer for the deviation from the purely 
2a - ic oscillator. From Eq. (IV. 23) in the text, we find 

En - Cn2o</("'+1)Xl/(".1) 
Cn2",; ( 0<.1> Xl J( 0<.1) 

where x = (n,,-1 X)2 I (0<.1). Thus if this is set to be equal 
to 10%, we get a quadratic equation in x: 

2 (a) b_ x - O. 1C x - O. 1C - 0, 

from which the desired solution is 

1 {a [t a ) 2 4b ] 1/2} 
x = '2 O. 1C + \0. 1C + O. 1C . 

Then we determine 

Jt~/(",-1)En(~)"'Cx"'/(o<-l) +ax1/ (",-1) +bx-(",-2) /(0<-1). 

Now we outline the steps leading to our expression 
for A (Jt)/n to the second order in n"'-lJt in the limit 
n - 00, X - 0, n",-lX = small constant. 

The Schweinsian expansion for A(Jt) to the order Jt2 
is given by 

where 

and 

~ k = k + ak 0) - a~ 0) 

(2h-2'" ) = ~ t [ (2a) ! 2- i (2a - 2j ) 
ak 2'" i=O (2a- 2j) !j! h - j 

h-J-l 
X n 

1=0 
(n+k-O] , h=0,1, ... ,2a. 

From Eq. (C3), we find 

a~2h-2"') = ;'" [ (2:) (nh + nh-1 E (k - Z) + ... ) 

(C1) 

(C2) 

(C3) 

+ 2-1 (nh-1 + . 0 0) + 0 0 0 (2a)! (2a-2) J 
(2a-2)!1! h-1 

= ;'" [e:) nh+~ e:) 
X h (2a + 2k - 2h + 1) n h-1 + 0 0 0], (C4) 
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~2 [( 20' ) -h+Z'" 1 ( 20' \ 
= 2l" - h + 20' n +"2 - h + 20' J 

X (- h + 20')(2h - 20' + 1)n-h+Z"'-1 + .. , ] 

x [ (2;) nh + ~ (2;) h(2h _ 20' + 1)nh
- 1 + .. j 

=~ e:) Ch~20') 
X[nZ'" + a (2h - 20' + 1)nZ

O< -1 + ... ], 

h = 0, 1, ... , 20'. 

To get !;k in Eq. (C2), we find 

(C5) 

+ (20')! 2-1 (20' - 2)( n",-l +n"'-z ~ (k -l) +. 0 oJ 
(20' - 2) 11 ! a - 1 \' 1<0 

+ (2Q1)! 2-2 (2Q1-4\ (n"'-2+ ... )+ ••• ] 
(2Q1-4)12! QI-21 ' 

(C7) 

Now 

'" -1 ",-2 
6 k=Qlk, 6 k=(QI-1)k, 
1.0 1.0 

and 

Thus we find, after substituting these into Eq. (C7), 

a~O)_a~O)= ~ (:QI) [Qlkn",-1+1Q1(QI-1)k(k+1)n",-2+ ••• ]. 

(CB) 

A straightforward algebra now gives 

a~-Zh+2"')<4~~2~"') + a~Zh-Z"')ag~2~h) 
!;2h-Z", !;z",-2h 

~2 (2Q1) ( 2Q1 \ 
= 2l" h 2Q1 - hI 
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(C9) 

APPENDIX D 

In this appendix, we present the elliptic integral 
solution for the energy levels of the oscillator with 
mixed quartic and sextic anharmonicities. Consider 

H=1(pz+xZ)+X'x4+Xx6, X',X>O, (D1) 

or by a scale change 

H=>Y4[1(pZ +X-l/Zx Z) + X,,\-3/ 4X4 +x6J. (D2) 

Consider Titchmarsh's formula 

n + 1 + o (1/n) = (2/7T) 10"0 (Il n - ~x2 - px4 _1)x6)1/2 dx, 

(D3) 

Xo being the positive root of Iln - ~X2 - px4 -1)x6 = O. We 
can discuss the small X case with the choice 

~=1, p=2X', and 1)=2X, 

in which case 

or we can discuss the large X case with the choice 

~=,\-1/2, p=2,\,,\-3/\ and 1)=2, 

in which case 

(D4) 

(D5) 

(D6) 

En=1x1/4Iln. (D7) 

By a change of variable t=x2, Eq. (D3) may be written 
as 

n + 1 + O(l/n) =::An l t

o (Il" - ~t - pt2 -1')t2 ) 
7T'l/ 0 

x [t (~n _ ~ t - * t2 
- t3) r /2 dt. 

The discriminant of the cubic equation 

t3 + E. t2 + .1 t _ Il n = 0 
1) 1) 1) 

is 

A _ 1. (2p3 p~ Iln) Z 1 (~ pZ) 3 
- 4 271)3 - 311' - 11 + 27 7i - 311' . 

It follows that if 

31)~ ~ p2, 

(DB) 

(D9) 

(DlO) 

(Dll) 

then A is always positive, and hence the cubic equation 
(D9) has one real root and two complex roots and Eq. 
(DB) may be written as 

n+1+oG)=7T1J~/2 [a (Iln-~t-pt2_1)t2) 
x [tea - t)(i - c)(i - C) r1f2 

dt, (Dl2) 
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where by defining 

x_{l1n + p~ _ p3 + [1.(l1n +2.f 2
p3

) Z 
- 271 &it 27713 4 71 371z - 27713 

~ (371~ - pZ) 3J liZ} 1/3 
+ 27 3712 (D13) 

the roots a, c, and c are given by 

a=- ~ +X+ Y, (D15) 

c=_--.E._X+Y +X-Y f3i 
371 2 2 ' 

-c=_--.E._X+Y _X-Y m 
371 2 2 •• 

Following Byrd and Friedman's Table of Elliptic 
Integrals (B-F), p. 133, we define 

A Z =:}[3(X + Y)z + (X _ Y)z], 

BZ = [p/311 + Hx + Y))2 + t(X _ y)Z, 

kZ = (l/4AB)[(- p/311 + X + Y)z - (A - B)z], 

a = (A - B)/(A + B), 

g=l/-JAB • 

By using formula 259. 03 on p. 133 of B-F, 
Eq, (D12) becomes 

n + i + a (l/n) = (1/1T111/Z)(l1n 50 - ~51 - p5Z -1153), 

where 

and 

(D16) 

(D17) 

(D18a) 

(D18b) 

(D19) 

(D20) 

(D21) 

(D22) 

(D23) 

Case (i): 

I1n> (1/27112) {p(2pZ - 971~) + 2[(pZ - 31103)1/2}. (D29) 

Then the discriminant .D.. remains positive, and thus 
the previous analysis is valid and the final formula is 
Eq. (D22). 

Case (ii): 

(1/27112) {p(2 pZ - 911~) + 2« pZ - 311~)311/Z > I1n > O. 

(D30) 

In this case, .D.. becomes negative, and the cubic Eq. 
(D9) has three real roots given by 

a=- --.E. +2 [~ (p2 - 311~) 3J 1/6 
311 27 3112 cos (~) , (D31) 

(e + 41T) cos -3- , (D32) 

( e + 21T) cos -3- , (D33) 

cose being given by 

_ (I1n p~ _ p3 \ /[~ (pZ - 3~11) 3J liZ. 
cose - 271 + 61f 27713 Jj 27 3712 

(D34) 

Note that a is positive while c and d are negative and 
a> c > d. Thus, in this case, we write Eq. (D8) as 

n + i + 0(1.\ = -Jm-la 

(I1n - ~t - ptZ 
- 71/3) ,i) 1T71 0 

X [(a - t) t(t - c)(t- d)J-1/2 df. (D35) 

Following Byrd and Friedman's Table of Elliptic 
Integrals, p. 124, let us define 

2 
and g= [(a _ c)(- d)J172 

(D36) 

R o=2K(k) (D24) By using formulas 257. 11 on p. 125 of B- F, Eq. (D35) 
becomes 

R1 = 1: a 2 II C~~ 1 ' k) (D25) 

R z = (a 2 -1)(l~2 + ev2lz/2) {[a
Z

(2lzZ -1) - 2k
Z
JRl 

+ 2W + aZlz'Z) K(!z) - 2a2 E(lz)} (D26) 

R3= 2(a 2 -1)~k2 + a21l/2) {- 3[O'Z(1- 2kZ) + 21z
ZJRz 

+ (61l2 + a 2 _ 2kZ( 2) Rl - 2kZR o}, 

(D27) 

and where K(lz), E(k) and Il(a 2 /(a 2 -1), k) are the com
plete elliptic integrals of the first, second, and third 
kinds, respectively, and k,2 = 1 - lz2. On the other hand, 
if 

(D28) 

then two different cases may arise: 

1336 J. Math. Phys., Vol. 17, No.7, July 1976 

n +~. + O(l/n) = (g/1T111/Z)(l1nZo - ~aZ1 - paz Zz -11a3 Z3), 

(D37) 

where 

and 

Vo=K(lz), 

V1 = Il(a 2, k), 

Vz = [2(aZ - 1)(lz2 - a Z)]-l[ a Z E(k) + (kZ - ( 2)K(k) 

+ (2a 2h2 + 20'z _ 0'4 _ 31zZ) Il(0'2, h)] 

(D38) 

V3 = [4 (1- ( 2)(lz2 _ ( 2)]-1[h 2 Vo + 2(a 2 h2 + (l'Z - 3h2
) V1 

+ 3«(1'4 _ 20'2/?2 - 2a 2 + 31z 2) v2J. 
(D39) 
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TABLE XI. Boundary regions for the first six energy levels 
for sextic anharmonicity. The parameter AI is the value of A 
for which deviation from purely harmonic energy levels has 
reached 10%; A2 is the value of A for which deviation from 
purely sextic oscillator energy levels has reached 10% (as 
A is reduced from 00). 

Boundary of harmonic regime Boundary of sextic regime 

n AI En(AI) A!'2En(AI) A2 En(A.) AV2En(A2) 

0 0.04535 0.55 0.1170 3.459 1. 021 1.899 
1 0.01658 1.65 0.2124 1. 314 3.038 3.483 
2 0.008176 2.75 0.2486 0.4850 4.952 3.449 
3 0.004382 3.85 0.2550 0.2474 6.889 3.426 
4 0.002732 4.95 0.2587 0.1501 8.840 3.425 
5 0.001926 6.05 0.2655 0.1005 10.79 3.424 

0.2814 3.424 

A discussion of the mixed quartic and sextic case was 
also given by Lakshmanan8 from the point of view of 
quantizing the classical result. 
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For oscillator with only the sextic anharmonicity, the 
formula is thus (D22) with p = O. 
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Cross between Born and WKB approximations: Variational 
solutions of nonlinear forms of the Schr6dinger equation 

A. R. P. Rau 

Department of Physics and Astronomy. Louisiana State University. Baton Rouge. Louisiana 70803 
(Received 14 October 1975) 

Dashen. taking as his starting point the fact that the Born approximation for the phase shift has a wider 
range of applicability than would be expected from the usual criterion that the phase shift should be small. 
investigated a nonlinear form of the "one-dimensional" Schrodinger equation and arrived at an expression 
which can best be described as "a cross between the Born and WKB approximations." This expression for 
the phase shift reduces to the Born result even when the phase shift is not small. We investigate this result 
from a different point of view and establish that the Dashen expression is a variational principle for the 
nonlinear equation considered by him. This serves to explain the accuracy of the approximation. We also 
construct similar variational expressions for the more usual nonlinear Riccati equation and contrast it with 
the WKB series solution and recently proposed alternatives to this series. Contact is made between the 
techniques of functional analysis that Dashen used in arriving at his result and the unified formulation of 
variational principles that we adopt. An appendix deals with the principles of "invariant imbedding" in the 
particular context of such nonlinear versions of the one-dimensional Schrodinger equation. 

I. INTRODUCTION 

Some time ago, Dashen1 took as his starting point the 
feature that the Born approximation for the phase shift, 

6"" - k J~ 00 U(r)[rj 1 (kr)]2 dr, (1.1) 

where U is the potential [more precisely, it is the 
potential multiplied by (2m/n2)] and ~k2 the energy (in 
atomic units), often seems to do very well even when 
there is no reason to expect this, that is, even when 
the phase shift is not very small. He investigated a 
nonlinear form of the radial Schrodinger equation (not 
quite the familiar Riccati equation) and through an 
integral equation he derived, he arrived at an expres
sion for the phase shift which combined a judicious mix
ture of Born and WKB arguments applied over different 
ranges of r values. This "cross between the Born and 
WKB approximations," in the words of Ref. 1, reduces 
to the Born expression in (1. 1) even without assuming 
that 6 «1, so long as I U /k 2 I «1. The arrangement of 
this paper is as follows. Through a Simple and straight
forward general procedure that has been recently pro
posed,2 we construct in Sec. II variational principles 
and identities for nonlinear equations. On applying these 
general results to the particular equation considered 
by Dashen, the variational identity coincides with his 
integral equation and the expression he derived for the 
phase shift on the basis of physical arguments is shown 
to be a variational principle. This provides some fur
ther inSight into his approach and its success in numeri
cal tests conducted by him. In Sec. III we turn to a 
similar application to the usual Riccati equation which 
is the starting point of the WKB series solution. Here 
again, alternatives to the WKB series have been pro
posed in the recent literature3 and we contrast these re
sults with the variational principle that follows from 
our procedure which again has features intermediate 
between Born and WKB solutions. A specific and simple 
numerical test is also presented. All combined, it is 
suggested that our simple variational procedure for 
these various forms of the one-dimensional Schrodinger 
equation (and for other more general nonlinear 
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equations) is a powerful analytical and numerical tool, 
particularly when the usual Born and WKB approxima
tions fail. Section IV comments on the relation between 
the procedure we follow and the methods of functional 
analysis (due to Bellman and Kalaba4) that Dashen used 
to arrive at his integral equation. An Appendix deals 
with the powerful prinCiple of "invariant imbedding" 
which is known5 to lead naturally to Riccati type equa
tions. Specifically, it is pointed out that the alternative 
equation of Ref. 3 results naturally from the invariant 
imbedding approach and that the quantities involved have 
direct physical significance. The principle is also 
applied to show how the so-called phase-amplitude 
method for potential scatteringS follows from the Born 
result in Eq. (1. 1). Finally, interconnections between 
the phase and amplitude functions as adjoint functions 
in the variational formalism are established. 

II. THE DASHEN NONLINEAR EQUATION 

We review first the procedure and results of Dashen1 

and then show how variational principles and identities 
lead to the same conclusions. This is only a brief re
view of Ref. 1, just sufficient for our purposes and 
mainly to establish the notation; we strongly recommend 
the original reference to the reader. The radial 
Schrodinger equation, 

{;(r) + r/(r) 1l(1') = 0, 

has admissible solutions obeying the conditions 

11(1')0:1'/+1 as 1'-0, 

u(1') - sin(k1' - ~l1T + 6) as l' - eG. 

(2. la) 

(2.1b) 

(2.2a) 

(2.2b) 

(Primes will represent throughout differentiation with 
respect to the argument. ) Dashen defines the function 

0'(1') '" tan-1[q (1')u(1')/u' (1')], (2.3) 

which satisfies the nonlinear equation 

a'(r)=q+(q'/2q)sin2a, a-l<y- ~l1T+6. (2.4) 
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Similarly, the function 

O'o(r) ~ tan-j{q (r)rj I (kr)/[rj I (kr) ]'}, 

satisfies the equation 

O'~(r) =q + (q'/2q) sin2ao + (U/q) sin20'0, 

0'0 -kr- ~11T. 

(2.5a) 

(2. 5b) 

The physical significance of O'(rj) and O'o(rj) at any 
arbitrary rj is that they are related to the phase shifts 
from potentials [in the former case, the angular mo
mentum potential plus U(r), whereas angular momentum 
alone in the latter] which are truncated at rj. Defining 

one finds 

{3' =k - (q'/q) [(3- (k/2q) sin(2q{3/k)], 

{3o=k- (q'/q) [{30- (k/2q)sin(2q{30/k)] 

+ (kU/q2) sin2(q{30/k), 

(3(0) = (30 (0) = o. 

(2.6) 

(2.7) 

(2.8) 

(2.9) 

Dashen combines Eqs. (2.7) and (2. 8) and uses mathe
matical techniques developed by Kalaba, 4 and earlier 
by Bellman, 7 to derive the integral equation 

(3(r) - (30 (r) = 

- ior dx{[kU(x)/q2(x)] sin20'o(x) + A(x)} 

xexp(2J
r

x 
dy{[q'(y)/q(y)] sin2 0'0Cv) + B(y)}), 

(2. 10) 
where 

A ~ (q'/q) [({3- (30)cos20' - (k/q)sin(a- O'o)cos(a + (0)], 

(2.11a) 
B =- (q' /q) sin(O' - 0'0) sin(O' + 0'0)' (2.11b) 

He then neglects A and B in Eq. (2.10), a step that is 
justified not only when ({3 - (30) is small but also when 
(q'/q) is small. This is the crucial step because these 
are, respectively, the Born and WKB restrictions. Near 
the origin, I {3 - {30 I will be small, whereas further out 
q will often be slowly varying, so that (q'/q) is small 
even though {3 - (30 may not be small in that region. 
Thus, neglect of A and B expresses a judicious applica
tion of Born and WKB conditions over different ranges 
of r in the radial evolution of the wavefunction, a point 
of view that these first-order, nonlinear formalisms 
such as the phase amplitude method particularly lend 
themselves to. 

The expression obtained from (2.10) by dropping A 
and B and letting r - 00, namely, 

15 = lim[{3(r) - (30 (r)] 
r- ro 

~ - i~ ro dX(kU/q2) sin20'o exp[2 J= dy(q'/q) sin20'0], (2.12) 

or, alternatively, with the aid of (2. 5a), 

15=_k(ro dx U(x) 
J 0 q2(x) + [(xj,(kx»'!xj(kx)]2 

(2.13) 
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is a cross between the Born and WKB methods. Fur
ther, without assuming 15« 1, Eq. (2.13) reduces to the 
Born result in Eq. (1. 1), provided only 

I U/k2
1 «1. (2.14) 

Thus, for long range potentials, when 15 may be large 
but inequality (2.14) is valid, the Born approximation 
is still applicable as Dashen explicitly demonstrates 
through a numerical example. What is happening, of 
course, is that there is a slow accumulation of phase 
shift from large r values resulting in a final 15 that is 
large but, throughout this range, the wavelength is 
varying slowly so that the step of considering (q' /q) as 
small is completely justified. Even when the Born 
approximation is invalid, Eq. (2.13) has a wider range 
of validity and provides a convenient method for com
puting 15. We refer the reader to the original paper of 
Dashen for demonstrations of this. 

Our aim now is to establish the basic equations, 
(2.10) and (2.12), and view the passage from the former 
to the latter somewhat differently. We will see that 
Eq. (2.10) is a "variational identity" and Eq. (2.12) the 
associated variational principle so that the terms that 
are dropped in the passage, A and B, must be second
order terms. This provides an alternative justification 
for the Dashen procedure. Our method, though equiva
lent in the context of such nonlinear equations to the 
methods of functional analysis used by Dashen, has the 
advantage of simplicity and of fitting into a common 
framework2 that applies to a very wide range of varia
tional principles and identities for properties of bound 
states, scattering theory, homogeneous and inhomo
geneous equations, linear and nonlinear equations, 
integral, differential and integro-differential equations, 
etc. The derivation proceeds as follows. Consider the 
equation 

Z'(r)=j(Z;r), Z(ro) known, (2.15) 

where j is a nonlinear function of Z, and ro is some 
specific value at which the value of Z is specified. 
Following the procedure of Ref. 2, a variational esti
mate of Z at some arbitrary value of r is written as 

Zv(r) = Z t(r) - i
r

T 
dx Lt(r, x) {Z;(x) -f(Z t; x)}, (2. 16) 

o 
where Zt is a trial estimate of Z and L t is a trial 
approximation to an exact "Lagrange multiplier" which 
will be so defined that all first-order terms in 

15Z =- Z t - Z and I5L =- L t - L (2.17) 

on the right-hand side of Eq. (2.16) explicitly vanish. 
Substitution of Eq. (2.17) in (2.16) shows that we must 
have 

I5Z(r)_[r dxL(r,x)II5Z'(x)- 15( 15Z\=O, 
~ \ az) 

(2.18) 

where I5ji5Z is the formal derivative of j(Z; x) with 
respect to Z. From Eq. (2.18), the defining equations 
for L are extracted by simple manipulations. Trans
ferring the derivative with respect to x from 5Z on to L 
generates surface terms which can be made to vanish 
first of all by choosing Z t(r) such that Z t(ro) is equal to 
the known value of Z(ro) and by setting a boundary con
dition on L(r, x) at the upper limit x = r. We finally have 
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dL(r,x) __ ~ _ 
dx - L(r,x) OZ' L(r, r)-1. (2.19) 

As in all applications of this method, the equation for 
L is necessarily linear and, as illustrated here, in 
many examples involving nonlinear equations for Z, the 
equation for the "adjoint" Lagrange function admits a 
closed-form solution. We have 

L(r,X)=exp(-[XdY o~ (Z;x»). (2. 20) 

A trail solution L t of this (an obvious choice is to re
place Z by Z t in the argument of the exponential) when 
inserted into Eq. (2.16) provides the desired variational 
principle. Again, as in general, Z rearrangement of 
Eq. (2. 1S) provides the corresponding variational identi
ty which takes the form 

Z(r)=Zk) - r T dx L(r,x){Z;(x) - (Zt - Z)~ (Z;x) JT
O 

5Z 

-j(Z;x)}. (2.21) 

The variational principle Eq. (2.16) is connected to its 
associated identity Eq. (2.21) in the obvious way
through neglect of terms of second order on the right
hand side of Eq. (2.21). We note for future use the 
feature that the identity is linear in Z t which is a feature 
characteristic of the general method. 

This completes the general derivation according to 
our method; its contact with the methods of functional 
analysis will be taken up in Sec. N. For now, we apply 
the above considerations to the Dashen equation, Eq. 
(2.7). From Eqso (2.20) and (2.7), the adjoint function 
is 

L(r,x) = exp[2 fr: dy(q'/q) sin2a]. (2.22) 

As trial functions in the variational principle if we 
choose (3t = (3 0 and L t as given by Eq. (2. 22) with the 
corresponding a o =q(3o/k in place of a, we have from 
Eq. (2.16), (ro = ° now) 

i3 v (r) = i3o(r) - J T dx(kU/qz) sinzao(x) 
o 

x exp[2 iT" dy(q' /q) sinz ao(Y)], (2.23) 

and from Eq. (2.21) the identity 

i3(r) = i3o(r) - I r dx[(kU/q2) sin2 a o +A 1 
o 

xexp{2 j~X dy(q'/q) sinZa}, (2.24) 

with A as defined before in Eq. (2.11a). Together with 
the easily established relation, 

(q'/q) sinza = (q'/q) sin2(Yo +B, 

Eq. (2.24) coincides with Dashen's integral equation in 
Eq. (2.10). The expression he uses for calculating 
phase shifts by neglecting A and B is precisely the 
variational principle in Eq. (2.23). A and B are, there
fore, second-order terms in the sense of the variational 
principle which justifies their neglect. The rapid con
vergence in the numerical examples considered by 
Dashen can be understood in these same terms as the 
expression of a variational principle in action. We re
mark on the characteristic structure of the variational 
expression in Eq. (2. 23) which involves the potential 
both directly in the integrand and again under an 
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integral in exponential. Since the former feature is 
characteristic of Born-type expressions for the phase 
shift [see, for instance, Eq. (1. 1)], whereas a well
known feature of WKB expressions for the phase shift 
is an exponential involving an integral over the poten
tial, we see again that Eq. (2.23) has the appearance of 
a cross between Born and WKB approximations; the 
structure is also reminiscent of the Glauber 
approximation. 

III. THE USUAL RICCATI EQUATION 

In this section, we consider the familiar Riccati 
form of the one-dimensional Schrodinger equation and 
examine a variational solution for it that follows from 
Eq. (2.16), contrasting this with other methods of solu
tion. It is well-known that the nonlinear transformation, 
u = exp(± iS~) transforms the Schrodinger equation, 

ii(r) + q2 (r) u(r) = 0, (3.1) 

to the first-order, nonlinear equation for Z~:= S~, 

± iZ~ + q2 _ Z; = 0. (3.2) 

We will concentrate on Z. which we will call Z. This 
familiar Riccati equation is, of course, the starting 
point for generating the WKB series: 

Z(O)(r) =q(r), 

Z(j)(r) = Z(O)(r) +iq'/2q, 

Z(2)(r) = Z(1 )(r) + (3q,z/sl) _ (q "/4qz), (3.3) 

An alternative to Eq. (3.2) has been suggested re
cently3 which uses a new variable rp, related to Z 
according to 

(3.4) 

and obeying an alternative nonlinear equation, 

2qrp' + q'(rp2 - 1) + 4iq2rp = 0, 

as a better starting point. Equation (3.5) admits a 
similar series solution 

rp (0) = 0, 

rp (1) = _ iq '/4q2, 

(3.5) 

rp(21 = 11(1) _ (q'2/4q4) _ (iq,3/64q6) + (q"/Sq3), (3.6) 

It is easily verified that substitution of Eq. (3.6) in 
(3.4) yields, to the same level of approximation, the 
WKB series in (3.3). In certain numerical applications, 
Eq. (3.6) has advantages over the series in (3.3).3 

If we were to seek a variational principle and identity 
for Z, we need only apply the results in Eqs. (2.16)
(2.21) with the specific form of J in Eq. (3.2), namely, 
J=i(q2 - Z2). We have from Eq. (2.20) 

L(r,x) = exp[2i r dy Z(y)]. (3.7) 
r 

From Eq. (2.16), with L t chosen again to be given 
as in Eq. (3.7) with Z t in the integrand, the variational 
prinCiple is 
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Zv(r) = Z t(r) - IT dx[Z;(x) - iq2(X) + iZ~(x)] 
TO 

xexp[2iJ~xdyZt(Y)]' (3.8) 

and from Eq. (2.21), the identity takes the form 

Z(r) =Zt(r) - IT dx[Z;(x) - iq2(x) - iZ2(X) + 2iZ(x)Zt(X)] 
TO 

xexp[2iJ~X dy Z(y)]. (3.9) 

Once again, it is explicitly clear that passage from 
Eq. (3.9) to Eq. (3.8) involves the neglect of second
order terms. We note the similarity in the structure 
of the variational expression in Eqo (3.8) to the previous 
one in (2.23). 

The choice of Z t is unrestricted, subject only to the 
boundary condition that Z t(ro) be equal to the known 
value, Z(ro). A natural choice and one that affords 
ready comparison with the results of Eqs. (3,3) and 
(3.6) is Zt(r) =q(r). We have, as a result, from Eq. 
(3.8), 

(3.10) 

It is of interest to view this expression in somewhat 
different ways. Carrying out an integration by parts 
according to a particular scheme, we find 

Zv(r) =q(r) - f: dX[ql(X)/2iq (X)]{2iq (X) exp[2i J x q(y) dyJ} 

= q(r) + iqJr) _ iq'(ro) exp[! TO 2iq(y) dyl 
2q(r) 2q(ro) oJ 

T 

(3.11) 

The first two terms agree with the first two of the WKB 
result in (3.3) and if, according to the usual WKB 
criterion, successive derivatives are small, we see 
that Eq. (3.10) contains in it the WKB series as one 
would expect. On the other hand, when the WKB crite
rion does not hold so that q (r) is a poor starting choice 
we see that the second two terms in Eq. (3.11) are im
portant or, alternatively, that the variational expres
sion can correct for the poor choice as follows. Inte
grating Eq. (3.10) by parts as it stands we find 

Zv(r) =q(r) - q(r) + q (ro) exp[2i ITTo q(y) dy] 

+ 2i J T dxq2(x) exp[2i r q(y) dy]. 
TO T 

(3.12) 

Equations (3.11) and (3.12) are, of course, entirely 
equivalent and are only alternative forms of Eq. (3.10) 
arranged to bring out explicitly the structure of the 
variational expression for cases where WKB may be a 
good approximation and for those where it is not. In the 
latter case, as we see from Eq. (3.12) the variational 
result can correct for the poor starting choice and as 
such it has advantages over Eqs. (3.5) or (3.6) which 
are, after all, just an alternative (even though more 
convenient) way of getting the WKB series. 

It is also of interest to examine the identity in Eq. 
(3.9) with the specific choice Zt=q. We have 

Z(r) =q(r) - f: dX[ql(X) - i(q - Z)2] exp[2i f/q(y)dy]. 
o 

(3. 13) 
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Though the exact Z also appears on the right-hand side 
of the identity, the identity is useful because it helps to 
display the second-order errors left out by the varia
tional principle. In particular, the appearance of a 
quadratic term in (q - Z)2, which will usually be of a 
well-defined sign, suggests that in many problems the 
second-order errors may be of a definite sign [we note 
that it is iZ(r) that will be of interest 1 so that the varia
tional expression may in fact be an extremal or a 
variational bound, which is a more powerful result. We 
illustrate this with a Simple numerical example. The 
choice q2(r) = - 2/r2 permits an exact solution of Eq. 
(3.2) so that Z(r)=i/ro On the other hand, the starting 
point of the series solutions in Eqs. (3.3) and (3.6), is 
q(r)=-!2i/r. Taking the boundary condition to be Z(oo) 
= 0, we apply the variational principle in Eq 0 (3. 8) with 
Z t(z) = q(r) as the initial trial choice and iterate using 
successive results of Eq. (3.8) as the trial solutions 
for the next step of interaction. The results are con
trasted in Table I with the solutions given by Eqs. (3.3) 
and (3.6). We note the faster, and quadratic conver
gence of the variational results. The oscillations in the 
WKB series are larger than the results for the series in 
Eq. (3.6). The variational results on the other hand 
show monotonic convergence indicating that we have a 
variational upper bound. This is as expected from in
spection of second-order terms in Eq, (3.13) for this 
particular example. 

IV. RELATION TO THE METHOD OF KALABA 
AND BELLMAN 

Dashen arrived at his integral equation, quoted here 
in Eq. (2.10), by using a mathematical procedure devel
oped by Bellman? and Kalaba. 4 We have shown in Sec. 
n that, using the very general procedure of Ref. 2, the 
same integral equation can be established as being the 
variational identity associated with a variational princi
ple. This connection between the Kalaba-Bellman meth
od and that of our Ref. 2 seems to hold true quite 
generally as we now discuss, even though their start
ing point is very different from ours. In fact, they 
start by observing4 that the connection between the 
theory of linear differential equations and variational 
problems is well known and is often exploited to estab
lish the existence of solutions of such equations by the 
methods of the calculus of variations making use of 
principles such as the Rayleigh-Ritz principle. On the 
other hand, their approach to nonlinear equations is, 
they say, entirely different and proceeds by establishing 
representation theorems for solutions of various nonlin
ear equations in terms of "the maximum operation on 
solutions of a set of associated linear equations" that 
they define. For an equation such as Eq. (2.15) they 
begin by observing that for feZ; r), a strictly convex 
function in Z, that is, oY/OZ2 >0, we have 

f(Z)=m~x~v) +(Z -v) iz (v)J. 

By dropping the maximum operation and writing 

of 
w'=f(v) +(w -v)B"Z (v), 

(4.1) 

(4.2) 

where wand v are any two functions in the same space 
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TABLE 1. Comparison of various approximation methods 
applied to the solution of iZ'(r) - (2Ir:!) -Z2(r) = O. The exact 
solution is rZ/i= 1. We contrast the convergence towards 
this result of the variational results of this paper with other 
approximation methods, taking the same initial starting point 
of rZt/i = rz for each method. 

WKB Results from Variational 
Eq. (3.6) principle 

1. 4142136 1. 4142136 1.4142136 

0.9142136 0.9893242 1. 0448156 

1.0026019 1. 0006605 1. 0006500 

0.9999600 1. 0000001 

of functions as Z, and w(ro) = Z(ro), they have in Eq. 
(4.2) an associated linear equation with the original non
linear one in Eq. (2.15). A solution of the original 
equation is expressed in terms of w by 

Z(r)=maxw(v; r). (4.3) 
v 

The maximization is over all v and is, in fact, attained 
when v = Z when one also has w = Z. Kalaba and Bellman 
also show how Eq. (4.2) can be used to set up monotone 
sequences that converge quadratically to the correct 
solution which makes the method analogous to Newton's 
method for finding roots of algebraic equations. 

We can now readily see the contact between this meth
od and ours in Eqs. (2.15)-(2.21). Doing an integration 
by parts in Eq. (2.16) and USing Eq. (2.19), we have 

Zv(r) = Z(ro)Lt(r,ro) + fT dXLt(r,X)~(Zt;X) 
TO 

Of J - Zt 6Z"(Zt;x) , (4.4) 

where L t is defined as in Eq. (2.20) with Zt replacing 
Z in the argument of the exponential. We can now ob
serve that Eq. (4.4) is the solution of Eq. (4.1) with 
w identified with Zv and v with Zf' Hence the Kalaba
Bellman method as expressed by Eqs. (4.1) and (4.2) is 
equivalent to the variational principle in Eq. (2.16) and, 
of course, as discussed there Zv becomes Z when Zt 
= Z -this was in fact the starting point in writing down 
Eq. (2.16). The next question is what the associated 
linear equation in Eq. (4.2) corresponds to in the varia
tional formalism. We observe that the variational iden
tity in Eq. (2.21) has inside the curly brackets an ex
pression linear in Z t. Setting this expression equal to 
zero means that the solution thus obtained for Zt coin
cides with Z as is immediate from Eq. (2.21). We now 
note that this linear equation for Z t is precisely the 
Kalaba-Bellman one in Eq. (4.2) with w identified with 
Z t and v with Z. Seen from this angle, it is again an 
immediate conclUSion that since 1} = Z, w will also coin
cide with the exact Z. Hence the associated linear equa
tion of Kalaba-Bellman is a statement of the variational 
identity in Eq. (2.21) and is the expression that multi
plies L t in such an identity. That this expression is al
ways linear in Zt regardless of whether the original 
equation for Z is linear or nonlinear is an aspect of the 
general variational procedure of Ref. 2 that we have 
emphasized before. 2 
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Having seen the complete equivalence of the two meth
ods for handling nonlinear equations, a few comments 
contrasting the two are of interest. The general varia
tional formulation applies equally to many problems in 
mathematical physics-to equations that may be linear 
or nonlinear, differential or integral, etc. The varia
tional principle is constructed (and the construction is 
very straightforward and simple for any problem of 
interest) using the original equations as well as a set of 
adjoint equations for Lagrange multipliers which are 
always linear equations. Further, with each variational 
principle one has a corresponding identity which con
tains products of trial Lagrange multipliers with ex
pressions that are linear in trial estimates of the origi
nal unknown functions. It is these latter linear expres
sions that arise as the associated linear equations of the 
Kalaba-Bellman method for solving nonlinear prob
lems. The Kalaba-Bellman method is restricted to 
functions f(Z; r) which are either strictly convex or con
cave in which case it gives upper and lower bounds to 
the true solutions. The variational procedure applies to 
arbitrary functions f and gives a stationary principle 
even when f is neither convex nor concave. The varia
tional procedure also has the merit that it views nonlin
ear problems on the same footing as linear problems 
and thus on par with familiar principles such as the 
Rayleigh-Ritz principle. 8 Kalaba's remarks about their 
method being analogous to Newton's method also fits 
readily into the framework of our general variational 
formulation because we regard Newton's method as one 
of the simplest illustrations of our formulation. 2 

APPENDIX: INVARIANT IMBEDDING AND EQUATIONS 
FOR THE PHASE SHIFT 

The powerful mathematical principle of invariant 
imbedding, which views a problem as one of a family of 
similar problems, is known5 to lead quite naturally to 
nonlinear initial-value type problems instead of the 
equivalent linear eigenvalue problems that result from 
conventional analySiS. In fact, Dashen was motivated 
by the principle of invariant imbedding in writing down 
Eq. (2.4). In this Appendix we emphasize the particu
larly close relationship of invariant imbedding to a host 
of different nonlinear formulations for the phase shift. 
The authors of Ref. 3, in writing down <P in Eq. (3.5) 
and the series in Eq. (3.6) as an alternative to the usual 
WKB series, leave open the question of why cp fares 
better than the original Z. This can be understood by 
looking at the phySical Significance of cp and the origins 
of the nonlinear equation satisfied by it. It is shown in 
Ref. 5 that if one views the problem of a wave of unit 

~ 

) ( 

~ 
( ( 

FIG. 1. The three contributions to the reflected wave at r up 
to first order in t:.. 
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amplitude incident from the left on a slab (r, b) (the 
left boundary of the slab is at r and the right boundary 
at b) with varying wave vector in the slab, and asks for 
the coefficient of reflection, this problem can be im
bedded in a family of such problems by imagining a 
plane at r +~. The reflected wave at r can now be built 
up by viewing ~ as a small quantity so that the plane at 
r separates regions of wave vector q(r) and q(r + ~). 
Reflection and transmission of this elementary problem 
are trivially written down and to first order in ~ there 
are three contributions of interest as shown in Fig. 1: 
the immediately reflected wave at r, the wave resulting 
from transmission through r followed by reflection at 
r + ~ and subsequent transmission through rand, 
finally, the case when there are four "traversals" of the 
region between rand r + 6. In this manner, on taking 
the limit ~- 0, a nonlinear equation results (see Sec. 
17 of Ref. 5) for the reflection coefficient which is pre
cisely Eq. (3.5) for cp given in Ref. 3. Thus cP has the 
physical significance of being this reflection coefficient 
and the special status of the particular nonlinear equa
tion in Eq. (3.5) can be appreciated since it is the form 
one is naturally led to through invariant imbedding. 

As yet another illustration of the power of this princi
ple as applied to phase shifts for potential scattering, 
we will now demonstrate that the phase equation of the 
so-called phase-amplitude method6 can be derived 
through this method, starting simply from the Born ex
pression in Eq. (1.1). The phase amplitude method 
starts by writing u(r) =A(r) exp[io(r)] in terms of an 
amplitude and a phase function, The phase function or 
more accurately, t(r) = tano(r) satisfies a well-known 
first-order nonlinear differential equation. 0(00) is what 
is usually called the phase shift but o(r) has the nice 
feature of being physically significant even at any 
arbitrary r, being the phase shift that would result from 
a potential truncated at that point and set equal to zero 
beyond it [see similar remarks with regard to a(r) in 
the discussion following Eq. (2.5)]. We will now derive 
the equation for t(r) by considering the problem of 
scattering from a given potential U(r) as imbedded in 
the problem of scattering by a "Slightly extended" 
potential U(r + ~). As regards the infinitesimally small 
potential between rand r +~, the Born approximation 
is certainly applicable and we know that in this approxi
mation, it is given by 

- k J r+A U(r) u2(r) dr, (A1) . 
where u(r) is the "unperturbed wave" for this part of the 
problem, namely, the wave resulting from the potential 
U(r). The usual expreSSion, as in Eq. (1.1), for the 
Born phase shift (or tangent of the phase shift) regards 
the unperturbed wave to be the free wave in the absence 
of the potential and thus uses rj/(kr) in place of u(r). 
By the prinCiple of invariant imbedding we can now 
write i( r + A) as the part due to the potential up to r 
alone which is t(r) plus the piece in Eq. (A1). We have 

i( r +~) = t(r) - k J .+A U(r) u2(r) dr. (A2) . 
With u(r) given by the usual definition as rj /(kr) 
+t(r)rn/(kr), passage to the limit ~-O in Eq. (A2) 
gives 

t'(r) = - kU(r) [rj /(kr) +t(r) rn/(kr)j2, 
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(A3) 

which is the equation in the phase-amplitude method 
as derived by other procedures. 6,9 We note the rather 
remarkable feature that through the principle of invari
ant imbedding we have succeeded in deriving an exact 
equation for the phase shift [no approximation is in
volved in Eq. (A3)] using only an apprOXimate relation
ship, namely, the Born expression for the phase shift 
due to an infinitesimally weak potential. This illustrates 
the power of this technique. 

This Appendix seems an appropriate place to record 
also variational principles for the phase-amplitude 
functions which follow from the general formulation in 
Sec. 2. We can start with the basic equations for the 
phase function o(r) and the amplitude function A(r) in a 
more general form than, for instance, given in Eq, 
(A3) where specific "reference functions," rj/(kr) and 
rn,(kr), were used. With more general reference func
tions, a regular solution fir) and an irregular solution 
g(r), the equations take the form'o 

o(r) = w·' fo'ds U(s) [J(s)coso(s) -g(s)sino(s)]2, 

(A4) 

In[A(r)/A(oo)] = w·' Lr ds U(s) [t(s) coso(s) -g(s) sino(s)], 

X [J(s) sino(s) + g(s) coso(s)], (A5) 

where W is the Wronskian of f and g and 0(0):= O. Writ
ing Eq. (A4) is differential form, 

do(r) = W·, U(r) [f(r) coso(r) -g(r) sino(r)]2, (A6) 
dr 

so that it has the general structure given in Eq. (2.15), 
a variational principle of the form given in Eq. (2.16) 
immediately follows if we seek the value of, say, 0(00). 
We have 

0v(oo) = 0t(OO) -1 ~ dr Lt(r)(d~ 0t(r) 

- W"U(:) [t(r) cosot(r) -g(r) sinot(r)lY, 

and L(r) is seen, from Eq. (2.19), to obey 

dL(r) = 2L(r) W"U(r) [t(r) coso(r) - g(r) sino(r)] 
dr 

x [t(r) sino(r) + g(r) coso(r)], 

L(oo) =1. (A7) 

The solution of L(r) can be written down immediately 
and, on comparison with Eq. (A5), we can make the 
identification 

(AS) 

The square of the amplitude function and the phase func
tion are, therefore, adjoint functions in the variational 
formalism. As a corollary to this, we note from the 
very structure of Eqs. (A4) and (A5) that, whereas o(r) 
evolves from its zero value at r = 0 to the physically 
significant value o( 00) at r = 00, the amplitude function 
or, alternatively, A2(r) evolves from its reference value 
at r=oo [usually taken to be 1 to represent a wave of 
unit amplitude incident on the potential] to, finally, the 
physically significant "denSity of the wavefunction at the 
origin. " It is also of interest to note that were we to 
write a variational principle for A(O) given the defining 
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equation (A5) or its equivalent first-order linear differ
ential equation, we would find that the adjoint function 
in this case is A(O)/A(r). For completeness, we note 
that other derivations of variational principles for the 
phase amplitude method are given by Calogero in Ref. 
6. The merit of our procedure of Ref. 2 is that it is 
very simple. We also note that phase-amplitude equa
tions for multichannel scattering are available6 and 
similar variational principles for their solution can be 
readily constructed. 
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In this paper (part I of two parts). which is restricted to classical particle systems. a study is made of time
dependent symmetry mappings of Lagrange's equations (a) Ai(L) = 0, and the constants of motion associated 
with these mappings. All dynamical symmetry mappings we consider are based upon infinitesimal point 
transformations of the form (b) Xi = Xi +oxi [OXi=gi(X, t)oa] with associated changes in trajectory parameter 
t defined by (c) t = t+o t [0 t=go(x, t)oa]. The condition (d) oA,(L) = ° for a symmetry mapping may be 
represented in the equivalent form (e) A,(N)=O, where (t) Noa=oL+Ld(ot)/dt. We consider two 
subcases of these symmetry mappings which are referred to as R I, R, respectively. Associated with RI 
mappings [which are satisfied by a large class of Lagrangians including all L = L(x,x)] is a time-dependent 
constant of motion (g) cl=(aNlaje')x' -N+(a/at)[(aLlax')~i-E~O]+1'I(x.t), where 1'1 is 
determined by R I • The R, subcase is the familiar Noether symmetry condition and hence has associated 
with it the well-known Noether constant of motion which we refer to as C2• For symmetry mappings 
which satisfy both Rland R, it is shown that (h) CI =3C,/at+1'I' The various forms of symmetry 
equations and constants of motion considered are shown to be invariant under the Lagrangian gauge 
transformation (i) L-'OL' = L + dljJ(x, t)1 dt. 

1. INTRODUCTION 

In a previous paperl we considered time-independent 
dynamical symmetries and associated time-independent 
constants of motion for classical particle systems. 
These dynamical symmetries were based upon infinites
imal point mappings Xi = Xi + OXi lox i '" ~ i(x)oa], with 
associated change in the independent variable defined by 
l= I + Of (ot = {f 2¢ lx(t))dt + c}oa}. These symmetries 
were formulated directly at the level of the dynamical 
equations which were taken in the form of Newton's 
equations, Lagranges's equations, Hamilton's equa
tions, and the Hamilton-Jacobi equation. In a subse
quent paper2 we treated the time-dependent theory of 
symmetries and constants of motion for Hamilton's 
equations lbased upon the phase-space version of 
mappings (1. 1) and (1. 2)). 

The purpose of this paper is to determine the time
dependent symmetry mappings of Lagrange's equations 
and determine associated time-dependent constants of 
motion. Included in this investigation is a comparison 
with the well-known Noether approach to symmetries 
and constants of motion. This work which is in two 
parts is an extension and generalization of the time-in
dependent theory of Ref. 1. illustrations and applica
tions will be included in Paper II. 

We define two types of time-dependent dynamical 
symmetries based upon infinitesimal point mappings 
which map the set of trajectories of a dynamical sys
tem into itself (with associated change in trajectory 
parameter3 t). These two types of mappings are4 

Type I: 

Xi = Xi + ox i , oxi '" ~ i(X, t)oa, (oa'" infinitesimal), 
(1.1) 

t=t+ot, ot=~O(x,t)oa; (1.2) 
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Type II: 

Xi=XI+OXi, lixi",~i(x,t)lia, (1.1) 

t=t+lit, lit"'{j 2¢[x(t),t]dt+c}lia. (1.3) 

The notation ¢[x(t), t] indicates the function <p(x, t) is to 
be evaluated along a trajectory. 

It should be noted that the infinitesimal point mappings 
considered in Ref. 1 are a special case of the Type II 
mappings" In this paper we consider mappings of Type I 
only and defer a discussion of Type II mappings to a 
later paper. 

In Sec. 3 based upon infinitesimal Type I mappings 
(1.1) and (1" 2) we formulate directly at the level of 
Lagrange's equations two equivalent equations [(3,3), 
(3.10)) for the existence of Type I dynamical symmetry 
mappings. It is shown that every Type I Noether sym
metry mapping is a Type I symmetry mapping (but not 
conversely). 

In Sec. 4 we consider three restricted Type I sym
metries, these restrictions being defined respectively 
by (4.5) [Type RJ, (4.7) [Type R2 , Noether symmetry 
condition), and (4.5) and (4.7) [both Rl and R 2 ). Be
sides the familiar Noether constant of motion Cz [given 
by (4.8)] which is associated with the Type R2 restric
tion, it is shown there exists a constant of motion C" 
in general distinct from C2 , [given by (4.6)] concomi
tant with the Type Rl restriction. Corresponding to 
the combined Rll R2 restriction there exists a concomi
tant constant of motion C12 [given by (4.10)) which is a 
reduced form of C1 which is essentially the partial 
time derivative of the Noether constant of motion C2 • 

The restriction Rl is always satisfied for dynamical 
systems characterized by Lagrangians with no explicit 
time dependence. For such systems the constant of 
motion C1 is expressible in the form C1 = liE, where 
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oE is a Type I symmetry deformation of the well
known constant of motion E-= (aLlaxi)xi - L. 

A time-dependent related integral theorem is stated 
for dynamical systems which admit Type I symmetry 
mappings. The above-mentioned relation Cl = oE is an 
illustration of this theorem. 

In Sec. 5 it is shown that the equivalent equations 
(3.3) and (3.10) for the existence of dynamical sym
metry mappings, the restrictions R" R 2 , and the three 
constants of motion C" C 2 , C12 are all gauge invariant 
under the Lagrangian gauge transformation (5.1). 

2. BASIC FORMULAS 

In this section we list several basic formulas which 
will be used in the analysis of Type I mappings. 

Based upon the infinitesimal pOint mapping (1.1) and 
(1. 2) we first define the o-variations5 

O'i=dx
i 

dX/_(tl 'itO)O 
x - dT - dt - S - x s a, (2.1) 

OXi -= ~:: _ ~fi = (~l _ Xi~O _ 2Xi ~O)oa, (2.2) 

C('" )_ac "j BC 0'; ac i aco o x,x,x,i=Wox+aF x+axrox+at t, 

(2.3) 

where 

For any function F == F(x, x, t) the total time derivative 
is defined by 

dF _ aF .. i aF. i of 
dt = ax' x + axr x + at . (2.4) 

It can be shown by use of the above definitions that 

o (dF) == d(oF) _ dF d(Ot) 
dt dt dt dt ' 

(2.5) 

(2.6) 

(2.7) 

O(OXi) == -o~ d(ol) _ xi _a~ [d(OI)] + a(oxJ) 
ax' 'dt ax' dt ax" 

(2.8) 

o (dF) d (aF) 
iJX1 dt == dt axr ' (2.9) 

d aF a dF 
dt at = at dt ' 

(2.10) 

where in operations involving partial differentiation 
the arguments (x, x, x, t) are considered as independent 
variables. 

In addition for a function F(x, x, t) we write the 
Euler-Lagrange operator in the form 
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It is found that 

A .(F)x i -= ~ (aF Xi _ F\ 
I dt ax' J 

A. [d<J;(X, t)] == 0 
'dt ' 

aF 
+at ' 

Ai(L + M) == Ai(L) + Ai(M). 

3. TYPE I SYMMETRY EQUATIONS BASED ON 
LAGRANGE'S EQUATIONS 

(2.11) 

(2.12) 

(2.13) 

(2.14) 

In this section we obtain two (equivalent) forms for 
the time-dependent Type I symmetry equations of a 
dynamical system described by Lagrange's equations. 

From (2.11) we may express Lagrange's equations 
in the form 

(3.1) 

where the Lagrangian L == L(Xl, ••• ,Xc", Xl, ••• ,xn , f). 
By means of (2.11) with F=L and (2.3) we find that 

Mj(L) = [a::~' ] oxk 

[ 
o3L 'J+ a3L "j 

+ axJaxkax' x axkax1axi x 

a3 L ;J2L a2 L ] 'k 

+ axkaxiat + 2X"axi - dX'aXk ox 

[ 
a3L 'j a3L"j 

+ aX"ax1ax' x + axkax1ax' x 

a3L a2
L ] + _~~ OXk 

axkaxiat axkax' -

[ 
a3L' J a3L"j 

+ ax1axiat x + (Jxiax'atX 

a3 L 0
2 
L ] 

+ ~ - ax'at Ot. (3.2) 

To obtain the explicit form of the symmetry equa
tions, we start with the basic requirement 

(3.3) 

Then in (3.3) the quantities oik
, OXk, o xl' , ot are re

placed by their definitions (2.2), (2.1), (1. 1), (1, 2), 
respectively. The terms Xk in the resulting equations 
are eliminated by the use of Lagrange's equations (3.1) 
[which are assumed to be solvable for the xk

]. The 
equations thus obtained when considered as identically 
zero in the x variables will give the symmetry equa
tions in the mapping functions ~i(X, f), ~O(x, 1).5 

We now express (3.2) in an alternative form which 
has the advantage of leading to the immediate construc
tion of a constant of motion associated with a Type I 
symmetry. 7 From (2.11) with F= L we have 

(d oL) (aL) oA.(L)=o -- -0 - . 
, dt ax' ax' 

(3.4) 
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By use of (2.5) with F = aL/o"j and (2.7) with F = L we 
expand the first term on the right-hand side of (3.4) 
and make use of (2.8) in the resulting expansion. We 
rewrite the second term of the right-hand side of (3.4) 
by use of (2.6) with F = L. Equation (3.4) then takes 
the form 

cu\(L) = 1\ (I)L) 

[

> j (d OL) "J oL ] ~o (d(Ot») 
+ x dt ap + x wax' dt 

+ ~ [o(ox J
) _!!-. (o(OX

J
)\] -A.(L) o(ox

J
) 

ax} ax' dt ---:axr-} J ax' 

+ 9.!.:.. cF(Ot) +' J CJ..£ !!:... [-Y.... (d(ot)\] 
ax' df x oxj dt ax' df-; 

aL a(ot) 
+ at --axr- . (3,5) 

If we make use of (2.4) and (2.11) (with F=L) in the 
second term of the right-hand side of (3.5), and of 
(2.9) (with F = L) and (2.1) in the third term of the 
right-hand side of (3.5), and then we make use of the 
identity 

oL cF(Ot) + dL a (d(Ot)) 
3fT df dt aP df 

=A. (L d(ot)) _ A.(L) d(at) _ L!!-.[ a (d(ot»)] 
• \' df ' dt dt aT' dt 

+L ~ (d(ot») 
ax' dt ' 

(3.6) 

it will follow that we may express (3.5) in the form 

oA.(L)=A. (OL+L d(ot)) +EA. (d(Of») A (L)Bi 
, , \ dt • df + j i' 

(3.7) 

where 

B~ ='j a (d(ot») _ a(oxJ
) _ o~ d(ot) 

, x ail dt ax' • dt ' 

.' aL E=x' ~ -L. ax 

(3.8) 

(3.9) 

By (2.13) it follows that the coefficient of E in (3.7) is 
zero for the Type I mappings. 

The above-mentioned alternative form of the symme
try condition can now be obtained from (3.7) by re
quiring that oAj(L) =0 for all solutions of (3.1). This 
gives as the alternative form 

A. ioL + L d(Qt)) = 0 
,~ df . (3.10) 

We summarize the above results in the theorem to 
follow. 

Theorem:3.1: A necessary and sufficient condition 
that the Type I mapping (1.1) and (1. 2) define a (Type I) 
symmetry of a dynamical system described by 
Lagrange's equations (3.1) with L=L(x,x,t) is that (3.3) 
or its equivalent (3.10) be satisfied for all solutions of 
Lagrange's equations (3.1) (where the 0 operator is 
defined in Sec. 2). 

Remarks: (a) See comments following (3.3); (b) the 
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sufficient condition of Theorem 3.1 follows immediately 
from (3.7). 

A Type I mapping (1.1) and (1. 2) which satisfies the 
condition8 

Naa = 6L + L d(at) = _ d(aD.) 
dt dt 

(3.11) 

for some function n(x, t) is called a Type I Noether 
mapping. It follows from (3.11), (2.13), and (3.10) 
that such mappings are Type I symmetries, which we 
refer to as Type I Noether symmetries. 

However every Type I symmetry is not necessarily 
a Type I Noether symmetry, that is, every solution 
of (3.10) will not satisfy (3.11). To show this it is 
sufficient to consider the example for which L = tajjxix}. 

Hence we may state the following theorem. 

Theorem 3.2: Every type I Noether symmetry (based 
upon mapping (1. 1) and (1. 2)) as defined by (3.11) will 
be a symmetry mapping of Lagrange's equations as 
defined in Theorem 3.1. However, every Type I sym
metry of Lagrange's equations will in general not be a 
Type I Noether symmetry. 

As an application of Theorem 3.1 we choose the 
Lagrangian L to beg 

L= tTJABxAXB - H(xA, f), A, B= 1, ... , 2n. (3.12) 

(For this choice of L it is known that Lagrange's equa
tions AB(L) = 0 reduce Hamilton's equations .0 
=T}ABH B') If (3.10) is expanded for L defined by (3.12) 
we obt~in the phase-space symmetry equation10 

~~BHB - eH~B + ~:t -~?BHBHA - ~OH~t - ~?tHA ==0, 

(3.13) 

4. CONSTANTS OF MOTION ASSOCIATED WITH 
TYPE I SYMMETRIES 

We now derive a formula for constants of motion 
associated with Type I symmetries (as defined by 
Theorem 3.1) for all Lagrangians of the form L(x, x) 
and for a large class of Lagrangians of the form 
L(x, x, f). 

Contract (3.7) with xj and use (2.12) with F==N 
(where N is defined in (3.11)J to obtainT 

M.(L) 'j = [!!:... (ON 'j _ N) + ON] 0 + EA. (d(ot») 
• x dfaxr x at a • dt 

(4.1) 

For a Type I mapping the well-known Noether identi
ty8 may be expressed in the form 

If in (4.1) we eliminate the term aN/at by means of 
(4,2), make use of (2.10) with F=(aL/axk)oxk_Eot, 
and use (3.8), we obtain 

G.H. Katzin and J. Levine 1347 



                                                                                                                                    

OA,(L)i'= [d;l _ aA;~L) (~k_ik~O) +EAk«(O)i!' 

- Ak(L)C] l5a 

where 

(
aN.. ) 

Ml =" axr x' - N a (aL k 0) 
+ at aik ~ - E~ • 

(4.3) 

(4.4) 

For Type I mappings which define symmetries the 
left-hand side and the fourth term of the right-hand 
side of (4.3) will vanish by Theorem (3.1), The third 
term on the right-hand side of (4.3) vanishes by means 
of (2.13). It follows that if there exists a function 
Y 1 (x, t) such that the second term of the right-hand side 
satisfies the condition (along a trajectory) 

R =" aAk(L) (e_.ik~O) + dY1 =0 
1 at dt' 

(4,5) 

then along a trajectory d(M1 + Y 1)/ dt = 0, and hence 

(4.6) 

will be a constant of motion. 11 

Express the Type I Noether symmetry condition (3.11) 
in the equivalent form 

d dy 
R2 =" I5L + L dt (ot) + d/ Oa =0, (y 2 (x, t», (4.7) 

where on =Y20a. Then las is well known12 by use of the 
Noether identity (4.2)] if the condition (4.7) is satisfied 
the function C2 defined by 

C_ oL 
k EO+ z=ii7'~ - ~ Y z (4.8) 

will be a (Noether) constant of motion. 

Suppose, finally, that a dynamical system admits a 
Type I symmetry which in addition satisfies both con
ditions (4.5) and (4.7). In this case it can be shown that 
the function Me of (4.4) is expressible in the form 

ac 
M 1 ="M12 =af (R 1 =0,R2 =0). (4.9) 

The constant of motion C1 of (4.6) will then take the 
form13 

(4.10) 

A sufficient condition, independent of the symmetry 
mapping, that (4.5) holds is that Yl = 0 and 

aAk(L) =0 (along a trajectory). 
at 

(4.11) 

A very general class of Lagrangians for which (4.11) 
holds is given by those L = L(i, x, t) which satisfy 
equations of the form 14 

aA;(L) =A~A(L) Aj(··· ) of • 1 , i x, X, x, t . (4.12) 
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An important class of Lagrangians L for which (4.11) 
is satisfied is given by L = L(x, xL It may be verified 
for such Lagrangians that the constant of motion (4,6) 
(with Y1 =0) may be written in the form lsee (3.9)] 

C1=oE, (y1=0). (4.13) 

We summarize the above in the following theorem, 

Theorem 4.1: If a dynamical system admits a Type I 
symmetry as described in Theorem 3.1, and 

(a) if (4.5) holds (case Rl =0), then the dynamical sys
tem admits a constant of motion C1 =M1 +Y1 [defined 
by (4.6)]; 

(b) if the symmetry is a Noether symmetry, that is 
(4.7) holds (case R2 = 0), then the dynamical system 
admits the Noether constant of motion12 C2 defined by 
(4.8); 

(c) if the symmetry satisfies both (4.5) and (4.7) 
lcase Rl =0, R2 =0), then the dynamical system admits 
the constant of motion C12 =M12 +Yl defined by (4.10). 

Corollary 4.1: If a dynamical system admits a Type I 
symmetry and in addition there exists functions 
A;Cy,x,x, t) such that the Lagrangian satisfies (4.12), 
then the system admits the constant of motion C1 de
fined by (4.6) (with y 1 = 0). In particular if L = L(i:, x), 
(4.12) is satisfied with At = 0 and then C1 may be ex
pressed in the form C1 = oE where E is defined by (3.9). 

In a previous paper (Ref. 2) a related integral 
theorem was obtained for time-dependent dynamical 
systems based upon Hamilton's equations which ad
mitted (time-dependent) symmetry mappings. A similar 
theorem can be proved for the Lagrangian formulation 
of such dynamical systems which admit Type I symme
try mappings. Such a theorem may be stated in the 
following form. 

Theorem 4.2: If a dynamical system (3.1) based 
upon Lagrangian L(i:, x, t) admits a Type I symmetry 
mapping ox i , of (as described in Theorem 3.1) and also 
admits a constant of motion K(i:, x, f), then (in general) 
the system will admit an additional constant of motion 

= ~ 'j ?!£ ' + oK oK - ox' ox + ax' ox at Ot. (4.14) 

This theorem may be proved in a manner similar 
to that of a corresponding theorem of Ref. 1, Sec. 4. 

We note that, in the case L=L(i,x), (4.13) illus
trates Theorem 4.2 since E is then a constant of the 
motion of the dynamical system. 

In order to gain further insight into the significance 
of the condition (4.5), Rl = 0, we again make use of 
the Lagrangian (3.12). lRecall that for this case the 
symmetry equation (3.10) takes the form (3.13).] 
Based upon this Lagrangian we find from (4.4) (with 
appropriate changes in index range) that Ml takes the 
form 

Ml(.0,t)=H.B~B, A,B=1, ... ,2n. 

In addition it is found that (4.5) becomes 

Rl =H.llt(~B - iB~O) + ~it yJ0, t)"",O. (4.16) 
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It follows from (4.16) that if H =H(0) and we choose 
1'1 = 0, then R1 = 0 and the constant of motion C1 given 
by (4.6) takes the form 

C1 =M1 =H.B~B = oH(xA)/oa. (4.17) 

This result was previously obtained by another method 
in Ref. 2, Sec. 3. 

We now again consider the case in which H =H(0, t). 
It was shown in Ref. 2, Sec. 3 that in order for 
oH(0, t)/ oa to be a constant of motion the condition 
given by (3. B) of Ref. 2 must be satisfied. If now we 
choose 

1'1 =H.t~O, (4.1B) 

then from (4.6) and (4.15) 

C1 =Iv11 +1'1 =H.A~A +H.t~o=OH(x, t)/oa, (4.19) 

and the condition (4.16), Rl = 0, reduces precisely to 
(3. B) of Ref. 2. 

5. GAUGE INVARIANCE 

It is well known that Lagrange's equations corre
sponding to a given Lagrangian L(i, x, t) remain un
changed under the gauge transformation15 

L(x,x,t)-L'(i,x,t)=L+ :tzJ!(x,t), (5.1) 

in that 

A;(L') = A; (L+~) =A;(L), 

as follows from (2.13) and (2.14). 

(5.2) 

We now show that the restricted Type I symmetry 
equations as defined by the pair of equations (3.3) and 
(4.5) are likewise gauge invariant. In the process it 
will be shown that (3.3) and (4.5) are individually gauge 
invariant. 

In terms of the Lagrangian L' given by (5,1) the 
above-mentioned restricted Type I symmetry equations 
are defined by 

6' Ak(L') =0, (5.3) 

R' = a Ak(L') (~'k _ ikt '0) + dy~ = 0 
1 at "dt' (5.4) 

where the 6' variation is based upon mappings of the 
form (1.1) and (1. 2) with 

/j'x i ", (i(X, t)oa, o't= eO(x, t)6a. (5.5) 

By use of (5.1), (2.13), and (2.14) it follows that the 
left-hand sides of (5.3) and (5.4) may be expressed 
respectively in the forms 

(5.6) 

From (5.3) and (5.6) and from (5.4) and (5.7) we have 
respectively 

6' A(L)=O, (5. B) 
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aA;~L) (~'k_?(O)+ d't; =0. (5.9) 

A comparison of (5. B) with (3.3) and (5.9) with (4.5) 
shows the pair (5. B) and (5.9) defines the same set of 
restricted Type I symmetry mappings as the pair 
(3.3) and (4.5), that is, 6'=6, 1'~=1'1' 

Hence from (5.6) and (5.7) we may write 

0' Ak(L') = OAk(L), 

Thus (3.3) and (4.5) are gauge invariant. 

(5.10) 

Since the alternative form of the symmetry equa
tion (3.10) is equivalent to (3.3), it is clear that (3.10) 
will also exhibit gauge invariance, that is under the 
transformation (5.1) 

A (O'L'+L,d(5't))=A f5L + L
dCot») (5.12) 

k dt k ~ dt' 

This, in fact, can be shown directly by starting with 
the left-hand side of (5.12), making use of (5.1), 
(2.14), (2.5), (2.13), and employing the rationale 
which led to (5.10). 

We collect the above results in the form of the follow
ing theorem. 

Theorem 5.1: The Type I symmetry equations (3.3) 
or their equivalent (3.10) are gauge invariant under 
the transformation (5.1). The restricted Type I sym
metry equations defined by (3.3) and (4.5) or their 
equivalent (3.10) and (4.5) are also gauge invariant. 
These statements imply (5.10), (5.11), and (5.12) 
hold under the transformation (5.1). 

A theorem similar to Theorem 5.1 can be proved 
for Type I Noether symmetry mappings. 16 To see 
this we consider the Noether symmetry condition (3.11) 
expressed in terms of Lagrangian L', 

5' L' + L' d(5't) = _ d(O'~') 
dt dt' 

where the Ij' variation is defined by (5.5). 
(5.1) and (2.5) it follows from (5.13) that 

Ij'L+L d(5't) = _ d[o'(~' +1jI)} 
dt dt' 

(5.13) 

By use of 

(5.14) 

A comparison of the Noether symmetry condition (3.11) 
and (5.14) shows that both define the same set of Type I 
Noether symmetry mappings, with ~ '" ~' + 1jI, and hence 
5' = 5. Therefore the Type I Noether symmetry map
pings are gauge invarianL 

We may hence state the following, 

Theorem 5.2: The set of Type I Noether symmetry 
mappings as defined by (3.11) is invariant under the 
gauge transformation (5.1). 

We now examine the effect of the gauge transforma
tion (5.1) on the constants of motion discussed in 
Theorem 4.1. 

First we consider the constant of motion C1 =M1 +1'1 
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defined in (4.6). In terms of the Lagrangian L' we have 

C;=M; +y{ 

= (aNI., NI) + ~ (aLI t'l _ EltlO) +y' - axr X 
- at axr s s 1> (5.15) 

where 1;'1, ~/O, 0 ' , and y{ are those used in the proof 
of Theorem 5.1. From (5.1), (3.11), (3.9), and the 
fact that 0 / =0, Y;=Yl we have 

d 
N'oa=Noa + dt (Ol/!), 

E'=E- al/!. at 

(5.16) 

(5.17) 

By use of (5.16) and (5.17) in (5.15) we find M{ =M1> 
and hence we may write M{ +y{ =M1 +Y1> which shows 
the constant of motion C1 =M1 +Yl is gauge invariant. 
Note also that Ml (as defined in (4.4) is gauge invariant1. 

We consider next the effect of the gauge transforma
tion on the Noether constant of motion C2 defined in 
(4.8). In terms of the Lagrangian L' we have 

where 0' and S1' are those used in the proof of Theorem 
5.2. 

By use of (5.1) and (5.17), the relation Q' = Q -I/!, 
and the fact 0' = 0 (refer to the proof of Theorem 5.2), 
we may reduce (5.18) to the form C~ = C2 , which shows 
the constant of motion C2 is gauge invariant. 

It is clear that the constant of motion C12 defined in 
(4.10) will also be gauge invariant. 

The above results on constants of motion are stated 
in the form of the following Theorem. 
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Theorem 5.3: The three constants of motion C1 , C
2

, 

C12 of Theorem 4.1 are gauge invariant with respect to 
the transformation (5. 1L 

lG. H. Katzin and J. Levine, J. Math. Phys. 15, 1460 (1974). 
2G.H. Katzin and J. Levine, J. Math. Phys. 16, 548 (1975). 
3See Ref. 1, Secs. 2 and 3 and Ref. 2, Sec. 1. 
4Indices will have the range 1 through n (unless otherwise in
dicated), and the Einstein summation notation is used unless 
otherwise indicated. 

5A dot (0) indicates total time derivative d/dt. 
6For a somewhat more detailed discussion of this procedure 
see Ref. 1, Sec. 3 which treats the time-independent 
problem. 

7In many of the derivations to follow the term d(60/dt is left 
un expanded in order to facilitate a latter modification of these 
derivations to Type II symmetries. 

BThe middle term of (3.11) is recognized as part of the ex
pression of the Noether identity. For a simple derivation of 
this identity see Sec. 8 and Ref. 34 of Ref. 1. 

9See Sec. 7 of Ref. 1 or Ref. 2 for notation. 
lOSee Sec. 2 of Ref. 2. 
llAn analogous technique based upon time-independent Type n 

mappings {refer to (1.1), (1.3) with ;f = ~ f(X) , cp = cplx(t) J} was 
used in our earlier paper (Ref. 1) to obtain a similar (time
independent) constant of motion for a Lagrangian system with 
L=L0:,x). A similar technique to obtain time-independent 
constants of motion based upon a Newtonian formulation with 
time-independent forces F (x) was used by K. H. Mariwalla, 
Lett. Nuovo Cimento 12, 253 (1975). (Apparently he was un
aware of our work, Ref. 1.) 

12See Sec. 8 of Ref. 1. 
13H is also worth noting that C12 of (4.10) can be obtained di

rectly by forming the partial time derivative of the Noether 
identity (4.2) and then making use of (3.11), (2.10), and 
(4.5). 

14Examples of Lagrangians which satisfy equations of the form 
(4.12) will be included in Paper n. 

15We adopt the terminology "gauge" transformation for such 
transformations of the Lagrangian. With respect to this no
menclature refer to H. Rund, The Hamilton-Jacobi Theory 
in the Calculus of Variations (Van Nostrand, London, 1966), 
p. 163, or E.J. Konopinski, Classical Descriptions of Mo
tion (Freeman, San Francisco, 1969), p. 173. 

16The gauge invariance of Type I Noether symmetry mappings 
is probably known. For completeness, however, we give a 
short derivation. 
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We study inverse scattering problems which occur in various fields of physics (transmission lines theory, 
electromagnetism, elasticity theory), and in which the inhomogeneous media considered are absorbing. We 
suppose that waves propagate in a z direction from z = 0 to z = 00 and are totally reflected at z = 0, the 
input data being the values of the reflection coefficient to the right S+ (k) for all frequencies k (note that 
the case where waves propagate from z = - 00 to z = 00 can be studied in a similar way). These problems 
are reduced to an inverse scattering problem for the radial s-wave Schriidinger equation with an energy
dependent potential. The case where S + (k) is close to 1 and the case where the absorption is weak are 
specially investigated, and a class of exactly solvable examples is given. 

I. INTRODUCTION 

In many areas of physics the interest is determinating 
the characteristics of a medium from limited knowledge 
of fields propagating through this medium. Evidently, 
this inverse scattering problem is closely related to a 
synthesis problem wherein the task is to construct a 
special medium reproducing some prescribed properties 
of the fields. In certain cases, where waves propagate 
in a z direction, this inverse problem can be reduced 
by means of the Liouville transformationl to an inverse 
scattering problem for the radial s wave, or for the 
one-dimensional SchrOdinger equation with an energy
independent potential. So the works of Gel'fand and 
Levitan2 and Agranovich and Marchenko3 in the radial 
case, and those of Kay,4 Kay and Moses,s and Faddeev6 

in the one-dimensional case, are powerful theoretical 
tools of investigation. The input data necessary for this 
investigation are in most cases the values of a reflec
tion coefficient for all frequencies of the waves. In the 
case of a nonuniform transmission line one can thus 
seek the inductance L(z) and the capacitance C(z) per 
unit length, z being the physical position on the line 
(for a survey of this inverse problem, see Kay7). In 
electromagnetic wave propagation through an inhomo
geneous medium, plane stratified in the z direction, the 
desired quantity is the dielectric constant E(z) (see 
Moses and De Ridder8

). In the analogous problem in 
elastic wave propagation the desired quantities are the 
density p(z} and the elastic parameter £(z) (see Ware 
and Aki9

). 

A remarkable common feature of the above inverse 
problems is that all media considered are lossless. This 
is an important condition for the results in Refs. 2-6 to 
be applicable. In this paper we consider inverse prob
lems in absorbing media (some results of this paper 
were announced in Ref. 10). So in a transmission line 
we consider, in addition to nonuniform L(z) and C(z), 
a nonuniform series resistance R(z) per unit length or 
a nonuniform shunt conductance G(z) per unit length. In 
a similar way, we introduce a nonuniform conductivity 
a(z) in electromagnetic scattering and a nonuniform ab
sorption coefficient a(z) (according to the Maxwell solid 
theory) in elastic wave propagation. For the sake of 
convenience, we consider in detail only the case where 
waves propagate in the z direction from z = 0 to z = co 

and are totally reflected at z = O. The input data are the 
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values of the" reflection coefficient to the right" for all 
frequencies. Such inverse problems will be called radial 
inverse problem in absorbing media (RIPAM). We will 
indicate briefly in Sec. IV how this study can be easily 
transposed to the case of one-dimensional inverse prob
lems in absorbing media with waves propagating in the 
z direction from z = - 00 to z = 00. Note that these in
verse problems can be formulated in an equivalent way 
in terms of the time-dependent wave equations. In this 
form, Westonll and Weston and Krueger12 have studied 
the case corresponding to one-dimensional media in 
which characteristics do not vary outside of a compact 
support. Their resolving method is different from the 
one given here and is obtained by treating the problem 
as a Cauchy initial value problem and using the Riemann 
function to deduce a dual set of integral equations of the 
Gel'fand-Levitan type. 

In Sec. II by means of the Liouville transformation, 
we show that the RIPAM can be reduced to an inverse 
scattering problem (called RIPEP) for the radial s-wave 
Schrodinger equation (X? 0) 

}'+If + [k2 _ V(k, x)}y+ = 0, 

with the energy-dependent potential 

V(k, x) = U(x) + 2kQ(x) 

(1. 1) 

(1. 2) 

(in quantum mechanics, E = k2 is the energy). U(x) must 
be real and Q(x) purely imaginary 0 In the more general 
case where U(x) and Q(x) are complex, we gave in colla
boration with Jean (see Ref. 13) a method of solving the 
RIPEP. It generalizes the Agranovich-Marchenko meth-
0<13 valid for Q(x) = O. The input data is the "scattering 
matrix" S+(k) (k E lR). Note that only the part S+(k) (k > 0) 
has a physical meaning. In general the part S'(k) (k"" 0) 
is unknown and plays the role of a parameter in the solu
tion of the "physical" RIPEP. We gave no general proof 
for the existence and uniqueness of a solution of the 
RIPEP, though arguments to expect them in many cases 
have been given. Indeed, for real Vex) and Q(x), these 
questions can be completely answered. 14.15 Section III 
is devoted to the investigation of the RIPEP for real 
U(x) and purely imaginary Q(x). A peculiar point of this 
case is that, thanks to the complex conjugate relations 
S+(k) = S'(- k), the scattering matrix S+(k) (l? E lR) which 
coincides with the reflection coefficient to the right of 
the RIPAM (k is then the frequency) is completely deter-
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mined from its physical part S+(k) (k > 0). So the RIPEP 
and the "physical" RIPEP coincide in this case. In Sec. 
IlIA we improve some steps of the general study given 
in Ref. 13 but we do not obtain as refined results as for 
real U(x) and Q(x). II being a large class of pairs 
(U(x), Q(x», we state that the scattering matrix asso
ciated with a pair (U(x), Q(x)) in V belongs to the class 5 
of functions S+(k) (k E R) satisfying certain conditions 
11 and 12 , In particular, these imply the existence of two 
real integrable functions s+(t) and s-(t) (t E R) and two 
strictly positive numbers F~ and F(j = [F~]-l such that 
S+(7?) and S-(7?) = [S+(- k) ]-1 can be written in the form 

S±(k) = (F~)2 + J: s±(t) exp(- ikt) dt, k E R. (1. 3) 

We prove that the RIPEP has a unique solution in V if 
the input function S+(k) (k E R) belongs to a subclass of 
5, 5', consisting of functions satisfying certain addi
tional complicated conditions 13, It, 15, and 4. Our meth
od is based on the solution of the following system S of 
equations in which s+(t), s-(t), F~, and F(j are known: 

A +(x, t) = r(x)s+(x + t) + Ix ~ A -(x, u)s+(u + t) du, 

f? X? 0, (10 4) 

A -(x, t) = r(x)s-(x + t) + Ix ~ A +(x, u)s-(u + f) du, 

f?x?O, (1.5) 

.r(x)r(x) = 1, x? 0, F±(x) > 0, 

F±(O)=F~, F±'(oo) =0, 

.f(x)r(x) = j(x)r(x), x? 0, 

where 

.f(x)=P±II(X)-2
d
d 

A±(x,x) 
x 

+2F±'(x)[F±(x)]-lA±(x, x), x? 0
0 

(1,6) 

(1. 7) 

(10 8) 

The pair (U(x), Q(x», the solution of the RIPEP, is ob
tained from the solution (r(x), r(x), A +(x, f), A -(x, t» of 
the system S by formulas 

Q(x) = 'f iF" (x) [F±(x) ]-1, U(x) = .f(xj[F±(x) ]-1, X? o. 
(109) 

Note that for the radial s-wave Schrodinger equation 
with the potential V±(k, x) = U(x) ± 2kQ(x), the Jost solu
tion.f(k, x), i. e., the solution whose asymptotic behavior 
as x _00 is exp(- ikx), is given by 

.f(k, x) =F±(x) exp(- ikx) + Ix~A±(x, t) 

xexp(-il?t)dt, Imk"" 0, X?O. (1.10) 

We solve S in two steps. We first prove that Eqs. (1. 4) 
and (1. 5) are equivalent to the following equation: 

A±(x,t)=F'(x)a±(x,t)+F'(x)f3'(x,t), t?X?O, (1.11) 

where the functions a±(x, t) and f3'(x, t) are completely 
determined by the data. Then substituting (1. 11) into 
Eqs. (1. 6) and (1. 7) and writing F±(x) in the form r(x) 
= exp[ 'f y(x) j, we are led to solve the differential equation 

y' = - 2a+(x, x) expy + 2a-(x, x) exp(- y) 

+ 2f3+(x, x) - 2W(x, x), X? 0, (1. 12) 

with the conditionv(O) = - 2lnF~. 
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In Secs. IIIB, IIIC, and IIID we are given a function 
S+(k) (k E R) in 5 and we prove that some of the addi
tional conditions 13 , It, 15 , and Is, which have to be im
posed on the input function for our inversion procedure 
to work, are sometimes automatically satisfied. In par
ticular, in Sec. III C we prove that this happens for 
13, It, and 15 if there is no absorption. In Secs. III B 
and IIID, respectively, we consider the cases where 
S+(I<) is sufficiently close to unity and where the absorp
tion is sufficiently weak. These notions are defined by 
introducing two semidistances d and d in S. In the first 
case, 13, It, and Is are automatically satisfied. In the 
second case this is still true for 13 and It but 4 is only 
satisfied in certain situations. In Sec. IIIB we also give 
approximation formulas for the inversion procedure 
when S+(k) is very close to unity: we see that U(x) de
pends only on argS+(k) and Q(x) depends only on i S+(k) i • 
In Sec. III E we give a class of functions S+(I?) belonging 
to 5' for which the RIPEP can be exactly solved. 

II. REDUCTION OF THE RIPAM TO THE RIPEP 

A. Definition of the RIPEP 

Let us first recall some facts about the scattering 
problem associated with (1. 1) and (1. 2) in the radial 
case. As seen in Ref. 13 it is useful to consider simul
taneously both radial Schrooinger equations (x> 0) 

y±If + [k2 _ V±(k, x) lv' = 0, 

with the energy-dependent potentials 

r(k, x) = U(x) ± 2I<Q(x). 

(2.1) 

(2.2) 

If U(x) and Q(x) are complex functions satisfying certain 
conditions and if I< E R *, we know from Ref. 13 that there 
exists a unique solution Ij/(k, x) of (2.1) which vanishes 
for x = 0 and a unique complex number S±(l?) such that 
IV(k,x) has the following asymptotic behavior as x_oo: 

I/l(k, x) = exp(- ikx) - S±(k) exp(ikx) + 0(1). (2.3) 

We set S±(O) = 1. The function S+(k) (k E 1R) is called the 
"scattering matrix" associated with the pair (U(x), Q(x) . 
.1(1<, x) (Iml< "" 0) being the Jost solution of (2. 1)-i. e., 
the solution whose asymptotic behavior as x - 00 is 
exp(- ikx) - .f(7?) (Im/?.,: 0) being the J ost function It(/?, 0) 
(Iml< "" 0) and ¢±(k, x)(1< E <r) being the regular solution
i. e., the solution defined by the conditions 1/(1<,0) = 0, 
¢±'(/?, 0) = 1-, we have the relations 

S±(k)=.f(k)Lf(-l?)]-l, kE'lR, 

S-(k)=[S+(_l?)]-l, kER, 

IS±(1<) 12= 1 +V1 10 ~I <);±(k, x) 12 ImY'(k, x) dx, 

k E' R*, 

I/J ±(k, x) = - 2ikLf(- k) ]-1 ¢±(7<, x), 

x? 0, k E R*. 

(2.4) 

(2.5) 

(2.6) 

(2.7) 

In what follows we will be interested in the class V of 
pairs of potentials (U(x), Q(x» which satisfy the follow
ing conditions: 

(i) the function U(x) is continuously differentiable for 
x? 0; xU(x) and xU'(x) are integrable in R\ 
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(ii) the function Q(x) is twice continuously differen
tiable for x? 0; Q(x), xQ '(x), and xQ"(x) are integrable 

in lR\ 

(iii) the functions j(k) and j(k) have no zero for Imk 
~ ° [so there is no bound state for Eqs. (2.1) (+) and 
(2.1) (-), i. e., there is no square integrable solution 
CP+(k, x) and CP-(k, x)]; 

(iv) Vex) is real and Q(xl is purely imaginary; 

(v) ImQ(x) ~ ° for x? 0; 

(vi) j(O, x) > ° for x? ° [note that j(O, x) =j(O, x)]. 

In that case we have the following complex conjugate 
relations: 

.f(l::, xl = .f(- k, x), Imk ~ 0, 

S'(k»=S'(-k), kElR, 

(2.8) 

(2.9) 

and the following inequality which follows from (2.6): 

IS+(k) I '" 1, k E lR. (2.10) 

The RIPEP that we consider here is the construction of 
the pairs (V(x), Q(x» belonging to [/ whose scattering 
matrix is a given function S+(k) (k E R). 

It is interesting to remark that the following part of 
condition (iii) of the class ~: j(k) has no zero for Iml? 
< 0, is in fact a consequence of (i), (ii), (iv), (v), and 
(vi)-so in particular, if Q(x) = 0, (iii) follows from (i), 
(iv), and (vi); the proof is given in Appendix A. 

B. list of scattering problems in absorbing media 

The typical situation in which we are interested is 
that of an inhomogeneous absorbing medium which ex
tends in a z direction from z = ° to z =00, which has 
characteristics A(z) '0, H(z) > 0, and r(z)? 0, r(z) 

being the characteristic responsible of absorption, and 
in which a field H(Z, t) propagates according to (Z? 0) 

o (011) 02
11 au 

az A(z)az -B(z)ii?"-r(z)aT=o, (2.11) 

with the following condition which expresses the hy
pothesis that the medium is totally reflecting at z = 0: 

11(0, l) = 0. (2.12) 

For a wave of frequency k, i. e., for u(z, t) 

=II(l"z)exp(-ikl), (2.11) and (2.12) are written (Z? 0) 

d (dU) . dz A(z) dz + k 2B(z)u + lkr(z)u = 0, 

u(k, 0) = 0. (2.14) 

In what follows we give examples where such situations 
occur. This is the case if we consider a nonuniform 
transmission line extending in a z direction from z = ° 
to z = 00, open at the origin z = 0, having an inductance 
L(z), a capacitance C(z) and a series resistance R(z) 

per unit length. Then we have u(k, z) =I(k, z) (intensity 
of the current), A(z} = [C(Z)]-l, B(z) =L(z), and r(z) 
=R(z). This is also the case when the line is short cir
cuited at the origin and R(z) is replaced by a shunt con
ductance G(z) per unit length. Then we have u(k, z) 
=V(k,z) (voltage), A(z)=[L(z)]-l, H(z)=C(z), and r(z) 
=G(z). 
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As another example we can also consider an inhomo
geneous medium plane stratified in the z direction for 
z? 0, with dielectric constant E(z), permeability Ilo 

(independent of z), and conductivity o'(z), limited at z = ° 
by a medium of infinite conductivity, where an electric 
field E(k, z) polarized in a direction perpendicular to the 
z direction propagates. We have u(k, z) = E(1?, z), A(z) = 1, 
B(z) =dZ)llo, and r(z) =O'(z)llo' 

Finally, we consider longitudinal propagation in an 
elastic inhomogeneous medium plane stratified in the 
z direction for Z? 0, with density p(z), elastic param
eter E(z) [= i\(z) + 21l(z)], absorption coefficient O'(z) 

(according to the Maxwell solid theory), and limited at 
z = ° by a rigid surface. Then lI(k, z) is the displacement 
and we have A(z) = £(z), li(Z) "Op(z), and r(z) = O'(z) • 

C. Definition and reduction of the RIPAM 

We set the following assumptions for the functions 
A(z), B(z), and r(z) (z? 0): 

(a) A(z) and B(z) are strictly pOSitive, twice continu
ously differentiable and have strictly positive finite lim
its A(oo) and B(OC) as z _00; 

(b) 1'(z) is non-negative and continuous. 

Let us set (Liouville transformation) 

x(z) = fa" [A(u) ]-1 /2[B(u) ]1/2 du, 

y+(k, x) = [A(x)B(x) ]1/4u(k, x), 

(2.15) 

(2.16) 

where we use the convention It(k, z(x)) = u(k, x), A(z(x») 

=A(x), etc., which is justified by the one-to-one cor
respondence between z and x, x(z) varying from x(o) = ° 
to x(oo) =00. It is easy to prove that y+(k, x) satisfies the 
radial Schrodinger equation (2.1) (+) with the energy
dependent potential (2.2) (+) where 

d2 
U(x) = [A (x) B(x) ]-1/4 dx'2 [A(x)B(x) Jl/4, 

Q(x) = _ ir(x)[2H(x) ]-1 . (2.17) 

Furthermore, condition (2.14) for u(k, z) implies that 
y+(k, x) must vanish at x = 0. It follows from (2.17) that 

[A(x)B(x) r 14 = [A (00 )B(oo)]l /4.f(0, x), x ~ 0. (2.18) 

Let us call C the class of triplets (A(z), B(z), r(z» 
(Z? 0) which satisfy conditions a and b and for which the 
pair (V(x), Q(x)) defined in (2.17) satisfies the conditions 
(i), (ii), and (iii) of the class V, It is clear from (2.17) 
and (2.18) that if (A(z), B(z), r(z)) belongs to C, then 
(V(x), Q(x» belongs to V. We see from (2.3), (2.15), and 
(2.16) that [A(Z)]1/2[B(z)]-1I2 is the local wave velocity, 
that x(z) is the travel time of waves from the position 
z to the origin, and that the function S+(k) (k E R) can be 
called the" reflection coefficient to the right" [note that 
because of (2.9), the knowledge of the function S+(I?) 
(k E R) is equivalent to that of its "physical part" S+(k) 
(k > 0)]. If r(z) = 0, then Q(x) = 0 and we have I S+(k) I = 1. 
In the general case we only have inequality (2.10), 
Therefore, the quantity 1- I S'(k) I represents the ab
sorption. The RIPAM that we consider is the construc
tion of the triplets (A(z), H(z), r(z» belonging to C whose 
reflection coefficient to the right is a given function 
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S+(I,:) (I':E R). We shall see below that in many cases 
there is a unique solution (U(x), Q(x» to the RIPEP. The 
set of all solutions of the RIPAM is the set of all triplets 
(A(z), B(z), 1'(z» satisfying conditions a and b, which are 
connected to (U(x), Q(x» by the relations (2.17) and 
(2.15). The functions A(x)B(x)[A(oo)B(oo)]-l (X? 0) and 
1'(x)[B(x) ]-1 (X? 0) do not depend on the solution consi
dered. These are quantities which are determined in a 
unique way in the RIPAM. To construct a solution to the 
RIPAM from (U(x), Q(x» we can arbitrarily choose B(oo) 
and A(x) for instance, b(oo) being any strictly positive 
real number and A(x) any twice continuously differen
tiable strictly positive function having a strictly po
sitive finite limitA(oo) as x_oo, B(x) and rex) are then 
determined uniquely from (2,18) and (2.17), Equation 
(2,15) gives the relation x=x(z), Hence the solution 
(A(z), B(z), 1'(z». Varying B(oo) and A(x) we obtain in 
this way all solutions of the RIPAM. A special mention 
should be made for the case where A(z) does not vary 
and has a known value (this occurs in the example of 
electromagnetism given in Sec. II B). Then the RIPAM 
has a unique solution (B(z), r(z») if we are also given 
B(oo). 

III. SOLUTION OF THE RIPEP 

A. General Solution 
Our methods in this paragraph are quite similar to 

those followed in Refs. 13-15. So we only state the 
principal results. 

First we assert that the scattering matrix associated 
with a pair (U(x), Q(x» in ~. belongs to the class .s of 
functions S+(k)(k E 1R), which satisfy the following con
ditions II and 12, where S-(l?) (ll E R) is the function ob
tained from S+(I.') (hE 1R) by formula (2.5): 

(11) (a) S'(k)"* ° (1.: E R), S'(O) = 1, I S+(k) I ~ 1 (k E R), 

S'(k) = S'(-I<) (ll E R) and argS'(h) 1.:000= OJ 

(b) there exist two real integrable functions s+(t) 
and s-(t) (t E R) and two strictly positive numbers F~ 
and F~ = [F~]-l such that 

S'(k) = (F~)2 + r: s'(t) exp(- ikt) dt, I, E R (3.1) 

[note that F~ and Fa are defined in a unique way by (3.1), 
that F~ ~ 1 and that condition II for S-(k) follows from 
condition II for S+(k)]j 

(1 2) s'(t) (t> 0) is twice continuously differentiable and 
ts"(t) (t> 0) and Is'''(t) (t? 0) are integrable. 

On the other hand, the Jost solution.1(k, x) of (2.1) is 
generated by two real functions rex) and A '(x, t): 

.1(1<, x) = rex) exp(- ii/x) 

+ jOOA'(x,f)exp(-il<t)dt, Imk~O, X?O, 
• x 

(3.2) 
where 

r(x) =exp (=H IxooQ(t)dt) , X?O. (3.3) 

(U(x), Q(x» is obtained from (r(x), rex), A +(x, t), A -(x, f» 
by the formulas 
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Q(x) = + ir' (x}[r(x) ]-l, U(x) = .1(x}[F'(x) ]-1, X? 0, 

(3.4) 
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where 

.1(x)=P±II(X)-2
d
d 

A'(x,x) 
x 

+ 2r'(x)[p±(X)]-lA'(x, x), x:> 0. (3.5) 

(r(x), rex), N(x, t), A-(x, t» is solution of the following 
system S of equations: 

A +(x, t) = r(x)s+(x + t) 

+ J~A-(x,u)s+(u+t)du, t>x>O, (3.6) 
x 

r(x)r(x) = 1, X? 0, 

f(x)r(x) =f-(x)r(x), X? 0, 

(3.8) 

(3,9) 

where N(x, f)(t? x? 0) and A -(x, f)(t? X? 0) are twice 
continuously differentiable real functions bounded by a 
function a[(x + f)/2]-a(x) (X? 0) being a nonincreasing 
and integrable positive function-and where F+(x) can 
be written in the form 

rex) = exp[ - y(x) /2], X? 0, (3.10) 

where y(x) is a three-times continuously differentiable 
real function such that y'(oo) = ° and yeO) = - 2lnF;. 

Now we consider the RIPEP. We are given a function 
S+(k) (I< E 1R) in 5 and we propose to solve the system S 
associated with this input function. For x? 0, let M~ be 
the linear operator defined as 

(M~y)(f) = Ix 00 s'(t + u)y(u) du, t?: x, (3.11) 

in the Banach space L1(X, 00) of classes of real functions 
yet) integrable in [x, 00[, equipped with the norm Ily II 

= fxoo Iy(t) I dt. Let also/YJ: be the linear operator defined 
as 

(3.12) 

in the Banach space L1(X, 00)XL1(X, 00) equipped with the 
norm II(V+,y-)11 =max(lly+ll, 11:1'-11). M; and AI; being com
pact by standard arguments, m; is also compact. Now 
we set the following additional supposition on S+(kl (I.: 
ER): 

(13) For any X? 0, the system of coupled integral 
equations 

:v+(t) = Ix 00 s+(t + Illy-(Il) dll, t? x, 

y-(t) = Ix 00 s-(t + u)y+(u) du, I? x, 

(3.13) 

(3.14) 

has the unique solution (y., y-) = (0, 0) in L1(X, 00) X L1 (x, 00 L 
From the Fredholm alternative theorem, 13 is equivalent 
to assume that the operator I -/Yi; has an inverse in 
Ll(X, 00)XL1(X, 00) for any x> ° (I is the identity opera
tor). As a consequence, for fixed rex) and F-(x), the 
system of coupled Fredholm integral equations (306) and 
(3,7) has a unique solution (A+(x, t),A-(x, t) in the space 
of pairs of functions of (x, t) (t? x? 0) which are, for 
fixed X? 0, continuous and integrable in I for I - x. Let 
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(a;(x, t), ai(x, I)) be the solution of (3.6)- (3.7) corre
sponding to F'(x) = 1 and (a;(x, f), a;(x, t)) be the solution 
corresponding to F'(x) = :Fi. Equations (3.6) and (3.7) 
are equivalent to the following relations: 

A'(x, f) = F"(x)a'(x, t) + F'(x){3"(x, f), t ~ x ~ 0, (3.15) 

where 

a'(x, t) = Hat(x, t) ~ia~(x, til, 

/3'(x, t) = Hat(x, t)±ia~(x, f)]. 
(3.16) 

The functions at(x, t), ia~(x, f), a'(x, f), and (3'(x, f) are 
real. Inserting (3.15) in Eq. (3.9), and using (3.8), 
(3.10), and the condition y'(oo) = 0, we find the differ
ential equation 

v' = - 2a+(x, x) expy + 2a-(x, x) exp(-:v) 

+2/3+(x,x)-2W(x,x), x~o, 

with the condition 

.1'(0) = - 2InF;. 

(3.17) 

(3.18) 

We assume that S+(l?) (k E: R) satisfies the additional con
dition 4: 

(4) The differential equation (3.17) with the condition 
(3.18) admits a bounded solution in [0,00 l. 
It is easy to prove that such a solution y(x) is unique. 
Then constructing (r(x) , r(x),A+(x, t),A-(x, t» from 
y(x) by using formulas (3.10), (3.8), and (3.15) one can 
conclude that we have thus obtained the unique solution 
of system S. From (F+, F-,A+,A-) we define the pair 
(U(x), Q(x» by the formulas (3.4). Note that 

Q(x)=-Hiy'(x)], x~o. (3. 19) 

One can prove that (U(x), Q(x» satisfies the conditions 
(il, (ii), (iii), and (iv) of the class /I and admits the input 
function S+(k) (k E: lR) as its scattering matrix. The proof 
is sketched in Appendix B. It follows from this proof 
that y(x) can alternatively be defined as the unique solu
tion of (3.17) which satisfies the conditiony(oo)=O. 

Let us write the following equation which results from 
the equality of nO, x) and reo, x) and from (3.2): 

r(x)+l~N(x,t)dt=r(x)+ J~A-(x,t)dt, x~o. 
x x 

Inserting (3.15) into (3.20) we find 

rex) (1- .([a-(x, t) - (3-(x, t)] df) 

=r(x) (1- .["'[a+(x, t) - (3+(x, t)]dt) , x ~ 0; 

(3.20) 

(3.21) 

(3.21) and (3.8) permit to determine r(x) for the values 
of x which do not cancel the second factor of the left
hand side. This is clearly true at least for x sufficiently 
large. One can prove (see AppendiX C) that if the follow
ing condition ~ is satiSfied, then 4 is also satisfied and 
solution of the system S can be replaced by solution of 
the system 5', obtained from S by replacing Eq. (3.9) by 
(3.20) and suppressing condition yeO) = - 2lnF;: 

(3.22) 
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Let us call 5' the class of functions S+(k) (k E: R) which 
satisfy the above conditions 11 , 12, 13, Lt, and the follow
ing conditions 15 and Is: 

(Is) ImQ(x) ,,; ° for x ~ 0, Q(x) being the potential con
structed from the solution of system S. 

(16) .f(0, x) > ° for x ~ 0, .f(0, x) being the Jost solution 
constructed from the solution of system S. 

We note that as a consequence of 11 and (2.6) the quan
tity fo ~ I <p'(k, x) 12 ImQ(x) dx must be negative for every 
k E: lR*. So we can expect that Is is not a very strong 
condition on S+(l?). It is clear from what seen above that 
the RIPEP has a unique solution (U(x), Q(x» in /I when 
the input function S+(k) (k E: R) belongs to 5'. Unfor
tunately, 13, 4, Is, and 16 are very complicated condi
tions on the data. BeSides, 13 has not been proved to be 
necessary for a function S+(k) (k E: R) to be the scattering 
matrix associated with a pair (U(x), Q(x» in /I. We shall 
see in next paragraphs that the situation can be im
proved in particular cases. Finally, we remark that the 
Jost solution.f(O, x) is more interesting than U(x) in the 
associated RIPAM [see (2. 18)J and that it can be directly 
obtained from solution of system 5 by formula (3.2). 

B. Case where S+ (k) (k € IR) is close to unity 

In Secs. IIIB and IIID we use the following semi
distances d and d in 5: 

d(S~, 5;) = 1o"'t sup(1 s;'(t) - s~'(t) I, 1 s;'(t) - s~'(t) I) dt, 

(3.23) 

d(S~, 5;) = 1 (F;.)2 - (F~b)21 + d(S~, 5;), (S~, 5;) E: j X S. 

(3.24) 

Note that d is a distance in j' because d(S~, S;) = ° im
plies successively the equality of F;a and F~b and of 
s:(t) and s~(t) for f? 0, that of (Ua(x), Qa(x» and 
(U~(x), Qb(X» (by the inversion procedure), and finally 
that of 5; and 5;. Let us set 

aab(X) = J '" sup( I sr (t) - s~'(t) I, I s;'(t) - s~,(t) I) dt, 
x 

x ~ 0. (3.25) 

aab(X) (x ~ 0) is continuous, positive, nonincreasing, and 
approaches zero as x - 00; xaab(x) (X? 0) is bounded and 
aab(x) (x ~ 0) is integrable. 1 s;(x) - s~(x) 1 is bounded by 
aab(X) for x ~ ° and we have the equality 

d(S~, 5;) = fa ~ aab(x) dx. (3.26) 

Now we are given a function S+(k) (k E: R) in j. We will 
show that if S+(k) (k E: R) is sufficiently close to 1, in the 
sense that d(S+, 1) is sufficiently small, then conditions 
13, 4, and 16 are automatically satisfied. So in this case, 
we only have to make the additional supposition Is to be 
able to assert that S+(k) belongs to j' and therefore that 
the R1PEP has a unique solution in V. Our proof is based 
on the reasoning made in Ref. 13, Sec. 6, paragraph 1. 
First it is clear from this that if d(S+, 1) < 1, then con
dition 13 is satisfied and, for fixed r(x) and r(x), the 
solution (A·(x, t),A-(x, t» of the system of coupled 
Fredholm integral equations (3.6) and (3.7) can be ob
tained by the method of successive approximations. 
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Furthermore, if d(S', 1) < t then condition :4 (which 
implies condition 4) is satisfied and F'(x) can be ob
tained from (3.21) and (3.8). Finally, it is easy to see 
thati(O, x) can be written in the form 

i(O, x) = F'(x)[1 + g(x) J, x? 0, (3.27) 

where the function g{x) (X? 0) can be strictly bounded by 
1 when d(S" 1) is sufficiently small. Therefore condi
tion Is is also satisfied in this case. 

We will now give approximation formulas for the inver
sion procedure when S+(k) is very close to 1. Let us 
write S+(k) in the form 

S+(k) = 1 +ia(k) + b(k), II E R, (3.28) 

where a(ll) and b(k) are real functions. Using the first 
order approximation in a(ll) and b(ll) we find, for k E JR, 

bUe) = I S+(I<) I - 1, 1 + ia(k) == S'(k) I S+(!?' 1-1 • (3.29) 

On the other hand using (3.1) and (2. 5) we obtain the 
approximate relation 

(3.30) 

Equations (3.1), (3.29), and (3.30) easily yield the for
mulas (h E JR) 

1 S+(Jdl == S+(oo) + L: Hs+(t) - s-(t)) exp(- ikt) dt, (3.31) 

S'(k) IS+(k) \ -1 = 1 + S.:Hs+(t) + s-(t)) exp(- illt) dt. 

(3.32) 

using the inversion procedure to the first-order approxi
mation in s· and s- we find the following formulas: 

(If(x, t) = a'(x, t) =A'(x, t) = s'(x, f), t? X? 0, 

a~(x, t) = ± is'(x + I), f3'(x, t) = 0, t? x? 0, 

(3.33) 

(3.34) 

iQ(x) = s'(2x) - s-(2x), U(x) = - (s"(2x) + s-· (2x), 

x? O. (3.35) 

Using (3.35) and supposing that Fourier inversion for
mulas can be used in (3.31) and (3.32), we obtain the 
approximate formulas, for x:> 0, 

Q(x) = - i1T-1 r ~ (I S+(ll) I - S'(oO) exp(2illx) dx, 
.-~ 

(3.36) 

Formulas (3.36) and (3.37) show that when S+(ll) is very 
close to 1, Q{x) depends only on I S'(h) I and U(x) depends 
only on argS+(kl. Formulas (3.36) and (3.37) can be ob
tained in a shorter but less rigorous way by considering 
the inverse problem for the Born approximation [U(x) 
and Q(x) small] of the scattering problem. To show this, 
we start from the exact formulas 

l(k) = 1 + J~ 00 1?-1 sinlcx{U(x)±2kQ(x)f(l?, x) dx. (3.38) 

In the Born approximation we can replace l(!?, x) by 
exp(- ilv:) in (3.38). Using then (2.4) we obtain without 
difficulty, for Ie E R, 

(3.39) 
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S'(k) 1 S+(!?) 1_1 
- 1 = - 2i fu ~ (Ix ~ U(y) dY) sin2kx dx. 

(3.40) 

Fourier inversion formulas for (3.39) and (3.40) give 
readily (3.36) and (3.37). 

C. Case where there is no absorption 

In this paragraph we recover the results of the well
known particular case corresponding to Q(x) = O. Let us 
call [; 0 the set of pairs (U(x), Q(x)) such that Q(x) = 0 and 
the conditions (il, (iv), and (vi) of the class V· are satis
fied. We know from Sec. IlA that [10 is a subset of 11. 
The scattering matrix S+(I?) (ll E R) associated with an 
element of Vo belongs to the subclass So of J of functions 
satisfying the condition 

I S'(I<) I = 1, J? c JR. (3.41) 

(3.41) implies that F~ = 1 and is equivalent to say that 
S+(l?) and S-(!?) coincide for II E JR. So we use the same 
notation 5(k) for S+(!?) and S-(lz). Similarly, s'(t) and s-(I) 
in (3.1) will be noted s(t). J o will be called the set of 
elements in J with no absorption. Conversely, we are 
given a function S(ll) in So and we apply our inversion 
procedure to this function. Let us show that condition 
13 is automatically satsified. Adding (3.13) and (3.14) we 
find an homogeneous equation in [y'(t) + y-(t) J. By using 
(3.41) we can prove (see for instance Ref. 14, Sec. 3) 
that this equation has only the trivial solution y+(t) + y-(t) 
= O. Then (3.13) can be transformed in an homogeneous 
equation in y'(I). By the same method we can show that 
y'(t) = 0, which completes the proof. It is easy to see 
that the functions a;(x, t) and ai(x, f), a;(x, t) and - a;;(x, fl, 
a+(x, t) and a-(x, t), f3+(x, t) and W(x, fl, are respectively 
equal, so that alex, f), a;(x, f), a'(x, I), and j3+(x, t) will 
be simply noted a1(x, tl, a2(x, I), a(x, I), and $(x, f), re
spectively. Equations (3.17) and (3. 18) become 

y'=-4a(x,x)sinhy (X?O), )'(0)=0. (3.42) 

Equation (3.42) admitting y(x) = 0 for solution, ~ is 
satisfied and (U(x), Q(x)) is given by 

(3.43) 

where A(x, f) (= a1 (x, t)) is the solution of the integral 
equation 

A(x, t) = s(x + f) + Ix ~ A(x, u)s(u + t) dll, t~· x' O. 

(3.44) 

Finally, we can assert that a necessary and sufficient 
condition for a function 5(1?) (lz E R) to be the scattering 
matrix associated with a pair (U(x), Q(x)) in 110 is that 
S(!?) belongs to the subclass J~ of Jo of functions satisfy
ing condition Is. This pair is the only one in v-and 
therefore in [; a-admitting this function as its scatter
ing matrix. 

D. Case where the absorption is weak 

Let S+(I?) (I< E R) be a function in J. We will show that 
if the absorption is sufficiently weak, in the sense that 
there exists a function S(h) (J? (0 JR) in.51) with d(S+, 5) 
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sufficiently small, then conditions 13 and ~ are auto
matically satisfied [in practice one can try to show that 
S+(J?) I S+(l?) 1-1 belongs to .5 0 and is sufficiently close to 
S+(k)]. Furthermore, if.5o is replaced by .5~ in this state
ment, we will see that condition Is is also satisfied. So 
in this last case we only have to make the additional 
supposition 15 to be able to assert that the RIPEP has 
a unique solution in II. 

Before proving this statement we make the following 
remark which ensures its usefulness in non trivial 
cases, i. e., cases with non-null absorption: S(l?) being 
any element in So, any neighborhood of S(l?) in S 
(equipped with the semidistance d) contains at least one 
element which is not in So. To show this, it is sufficient 
to consider the function S;(k) defined as 

S;(k) = S(k)T;(k), k E R, E > 0, 

T;(!;» = ba-l (J? - ia)(k - ib)"l , b = a(1 - E), 

(3.45) 

(3.46) 

where a is a fixed positive number. Using the fact that 
T.(l?) belongs to.5 and the relation 

T;(!l) =b*la~l + fo±~ b±la~(a_ b) exp (-ab)t 

we deduce that they are bounded by 

C-l[C+d(S, 1)][C-d(S+,S)]-l r~a(t)dt. 
hx 

It is then easy to see that the function I ~(x, x) - at (x, x) I, 
I a~(x, x) 'F a2(x, x) I, I a;(x, x) - ai(x, x) I, I a;(x, x) 
+ a2(x, x) I, I a+(x, x) - a-(x, x) I, i {3+(x, x) - {3-(x, x) i, and 
fix, - 2lnF;), where !(x, y) is the right-hand side in 
Eq. (3.17), are bounded for x? 0 by a function al(x) 

which is continuous, positive, nonincreasing, integrable 
and approaches zero as x - 00. al (x) is also such that 
dl = J; al (t) dt is a !ational function of dW, S) which ap
proaches zero as d(S+, S) - O. Similarly, 41 a±(x, x) I is 
bounded by a function a2(x) with the same properties as 
al (x) except that d2 = Jo~ a2(t) dt is a rational function of 
d(S+, S) which approaches a constant as d(S+, S) - 0, We 
have the following bound for (Yl, -"2) EO R2: 

I!(x, Y2) - !(x, Yl) I ~ a2(x) I Y2 - }lll max(exp IY21 , exp I )'11). 

(3.51) 

Let us consider the sequence Yn(x) defined as 

Yo(x)=- 2lnF;, J'n(x)=yo(x) + fox!(t,J'n_l(t»dt, n? 1. 

x exp(- il?t) dt, l? E R, (3.47) (3. 52) 

it is a straightforward matter to verify that S;(l?) belongs 
to.5 and does not satisfy (3.41), and that d(S, S;) - 0 as 
E -0. 

Now we prove our statement. Let S(l?) in So and S+(k) 

in 5 be given. It is convenient to suppose that S(k) is 
fixed. Since II (I -If 1 x)-lll is a continuous function of x and 
Il/fJ xll- 0 as x _00 the quantity supll (J -hi x)"lll (X? 0) is 
finite. Let us call C the inverse quantity. Let us show 
that if d(S+, S) < C, 13 is satisfied. Indeed this inequality, 
the following ones [where a(x) is the function defined in 
(3.25) for S:=5+ and 5;=SJ: 

(3.48) 

and (3.26) imply that II/Yi;-lflxll is bounded by 
II (I-In x)"lll-l for x? O. Therefore, the inverse (I -hi :)"1 

exists for X? O. Now we derive some bounds in order 
to investigate condition ~. Starting from the inequality 

11(1 -hi;)-l_ (I-IYlxl-lll ~ II(J -lh x)"lll21Ihi;-hl x ll 

x (1- 11(1 -hi x)"llill/f;; -/rl x 11)"1 , 

we obtain the bound 

(3.49) 

11(1 -Ih;)-l_ (J -//,xl-lll ~ C-l[C _ d(S" S)]-1 r~ a(t) dt. 
J2x 

Noting that the functions Ilai(x, t) - ~ (x, t) II and 
lIa2 ± (x, t) 'F aa(x, t) II (X? 0) are bounded by 
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(3.50) 

For n? 1, x? 0, we can prove that IYn(x)-}'n_l(X) I is 
bounded by Vn, vn being defined as 

Vl = dl> vn = d1 exp[(n - 1)v1 + (n - 2)v 2 + ... + v n_l ] 

[(F-)2 d ]n-l 
x 0 2 n ~ 2 (3 53) (n- 1)!' ~. . 

To investigate the convergence of the series vn we con
Sider the quantity An = Vn+1[V n]-1 (n? 1). We have 

An =A n_1 (n - 1)n-1 exp(dlAlA2 .. . A n_1 ), n? 2. (3.54) 

Noticing that there exists E > ° such that, for d(S+, S) < E 

and n? 2, we have 

exp[d1 (2A1)n-1(n! )-1] ~ n 2(n2 _ 1)-1, (3.55) 

one can prove by induction that An obeys the following 
bound: 

(3.56) 

Equation (3.56) shows that An is bounded by 2Al (n + 1)-1 
and therefore approaches zero as n - 00. For d(S+, S) < E 

the series vn is therefore convergent and Yn(x) converges 
to a bounded function y(x) which is the solution of Eq. 
(3.17) with condition (3.18). Therefore ~ is satis-
fied. Since II a±(x, t) - a(x, t) II and 11{3·(x, t) - {3(x, t) II ap
proaches zero uniformly in x? ° as d(S+, S) - O,)t is 
clear thatF(O, x) -/(0, x) uniformly in x? ° as d(S+, S) 
- 0. Then, if S(k) belongs to 5~, it is easy to conclude 
that Is is satisfied when d(S+, S) is sufficiently small. 

E. Class of exactly solvable examples 

We are given the function 

S+(k) = IT bpa;l(l? - iap)(k - ibp)-t, k E R, 
P=l 

(3.57) 

where ap and bp are strictly positive numbers such that 
ap > bp > ap+1 ' S+(J?) belongs to the class .5 with s+(t) (t < 0) 
and s-(t) (t > 0) equal to zero and 
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s+(I) = t ay exp(- byt), t? 0, (3.58) 
y=l 

(3.59) 

(by - ap ) and (by - bp) having the same sign, ar is positive 
and therefore s+(t) is positive. Condition 13 is trivially 
satisfied and we have 

a+(x,t)=s+(x+t), a-(x,t)=j3'(x,t)=O, t?X?O. (3.60) 

On the other hand, making k = ° in Eq. (3.1), we see 
that the quantity 1- Jo~ s+(t) dt is positive. We conclude 
that ~ (and therefore also ~) is satisfied. The solution 
of system 5 and the pair (U(x), Q(x» are given by the 
formulas 

P(x) = (1- ~ a r b;l exp(- 2br X») ±1 /2, 

N(X,t) =r(x)S+(X,t), A-(x,t)=O, 

Q(x) = - is+(2x)[r(x) ]2, 

U(X) = - 2s"(2x)[r(x)]2 + 3[s+(2x) ]2[r(x)]4. 

Let us also give the formulas 

j(k) = r(0)5+(J?), .r(Je) = reO), Imk"" 0, 

.f(0, x) = rex), X? 0. 

(3.61) 

(3.62) 

(3.63) 

(3.64) 

Formulas (3.62) and (3.64) show that 15 and 16 are satis
fied. Therefore, 5+(k) belongs to.5' and (U(x), Q(x» 
given by (3.62) is the unique solution of the RIPEP in 
the class V (note that it is easy to verify directly that 
it is a solution. 

IV. ONE-DIMENSIONAL INVERSE PROBLEMS IN 
ABSORBING MEDIA 

In this section we indicate briefly how one-dimensional 
inverse problems in absorbing media (called OIPAM) 
can be solved exactly in the same way as the RIPAM, 
the analogous radial cases. First by means of the 
Liouville transformation we reduce the OIPAM to an 
inverse scattering problem (called OIPEP) for the one
dimensional Schrodinger Eq. (1. 1) (x e R) with the energy
dependent potential (1. 2). As in the analogous reduc-
tion of the RIPAM to the RIPEP we find that U(x) must 
be real and Q(x) purely imaginary. Making use of our 
work on the OIPEP for real U(x) and Q(x) in Ref. 16 and 
of our work on the RIPEP for real U(x) and purely im
aginary Q(x) in this paper, it is straightforward to ob-
tain the solution of the OIPEP for real U(x) and purely 
imaginary Q(x). 

The common input data of the OIPEP and the OIPAM 
is a 2 x 2 matrix-valued function 

5+(I<l=('\1(k) S;l(J?)\ (keR), 

s;2(k) s+ 22(J?») 

which represents the "scattering matrix" in the OIPEP. 
Each function s;j(k) (k e R) (i = 1,2; j = 1,2) is complete
ly determined by)ts physical part s;j(k) (k > 0) because 
of the relation s;j(k) = S;j(- k), and has analogous 
physical meanings in the OIPEP and the OIPAM. s;l(k) 
(k e R) is the reflection coefficient to the right. s;2(k) 
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(k e R) is the reflection coefficient to the left. 
S;l (k)[ = s+ 22(k)] (k e R) is the transmission coefficient. 
V1 being a large class of pairs (U(x), Q(x» with real 
U(x) and purely imaginary Q(x) we can prove that the 
scattering matrix associated with a pair (U(x), Q(x» in 
V 1 belongs to a certain class .51 of 2 x 2 matrix-valued 
functions 5+(k) (k e R). Note that, as in the radial case, 
it is useful in order to define this class to introduce the 
function 

5-(k)=(Si1(k) S21(k)\=[t5+(_k)]-1 (keR), 

s12(k) S22(k») 

where t means transposed. 

We can prove that the OIPEP has a unique solution in 
V1 if the input function 5+(J?) (k e R) belongs to a sub
class of .51, .5;, consisting of functions satisfying certain 
complicated conditions. On the one hand, these condi
tions ensure that a certain system 51 of equations (an
alogous to the system 5 in the radial case), with data 
s; (k) (k e IR) and S21 (k) (k e R), admits a unique solution 
(F;(x), Fi(x) , Ai(x, t), AiCt', t». On the other hand, they 
ensure that another and similar system 52 of equations, 
with data si2(k) (J? e R) and s12(k) (k E: R), admits a uni
que solution (F;(x), F 2(x), A;(x, t), A2(x, I). The pair 
(U(x), Q(x», the solution of the OIPEP, can be obtained 
from the solution of 51 or 52 by formulas similar to Eq. 
(1. 9). Note that for the one-dimensional Schrooinger 
equation with the potential V'(Jz, x) = U(x)±21<Q(x), the 
Jost solution at ooh(k, x)-i. e., the solution whose 
asymptotic behavior as x _00 is exp(- ikx)-and the Jost 
solution at - oof:.(k, x)-i. e., the solution whose asymp
totic behavior as x - - 00 is exp(i1<x)-are given by 

h(1<, x) = Ft(x) exp(- ihx) + Ix ~ At(x, t) exp(- iN) rit, 

x E: R, Imk "" 0, (4.1) 

12(1<, x) = F~(x) exp(ikx) + (" A~(x, t) exp(ild) rll, 
'-~ 

X E: R, Imk"" 0. (4.2) 

Though we need to solve only one of the systems 51 or 
52 to obtain (U(x), Q(x», we stress that we also need to 
know that the other system has a unique solution in order 
to be able to assert that the pair thus obtained is the 
solution of the OIPEP. 

We remark that in contrast to the case where U(x) and 
Q(x) are real we can avoid any ambiguity in the existence 
question of the OIPEP. This is due to the fact that now 
F;(x) and F;(x) are known to be positive functions. [Re
call that for real U(x) and Q(x) we find, in general, that 
the pair (U(x), Q(x» obtained from 51 and 52 admits for 
scattering matrix either the input function S+(1<) (h Ec R) 
or the function obtained from it by changing the sign of 
the diagonal coefficients. 1 

As a striking difference with the case where U(x) and 
Q(x) are real, and therefore with the case where U(x) is 
real and Q(x) = 0, we find, in general, that the scattering 
matrix 5+(1<) (h e R) associated with a pair in VI is not 
determined by the reflection coefficient to the right 
S;l (k) (h e R). [In general, we do not have the relation 
S21(k)=S;1(-k) as for real U(x) and Q(x) and there-
fore we can only assert that if the system 51 admits a 
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unique solution, then S+(k) (k E R) is determined from 
S;1 (k) (k E R) and s21 (k) (k E R).] Nevertheless, note that 
for real U(x) and Q(x) we do not have the relation s;1(k) 
=S;1(- k) [except of course if Q(x) = 0] and so the part 
s~ (k) (k < 0) has no physical meaning. 
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APPENDIX A 

We prove our last assertion in Sec. IIA. We suppose 
that j(k) has a zero ko(Imko < 0) and we start from the 
equality (x;, 0) 

:x [1> -(ko, x) 1>-' (ko, x) -1>-' (ko, x)1>-(ko, x) ] 

= 2i 11> -(ko, x) 12[Im(k~) + 2 Im(koQ(x»]. (A1) 

Integrating both sides of (A 1) from 0 to 00 we easily find 

Hence, Reko == O. So ko can be written in the form ko = ib o 
(b o < 0). Note that up to now we have not used (vi). Now 
we start from the equality (x;, 0) 

:x (j(0, x)j'(ib o, x) - j(ib o, x)j'(O, x)] 

=j(O, x)j(ib o, x)[b~ - 2ib oQ(X)]. (A3) 

Noting that the continuous functionj(ib o, x) (x;, 0) is 
real, that it admits a zero for x = 0, and that it is posi
tive for large enough x since it behaves as exp(bx) as 
x - 00, we conclude that there exists a number X o E R+ 
such thatj(ib o, xo) = 0 andj(ibo, x) > 0 for x >xo, and 
therefore such thatj'(ib o, x o);' O. Integrating both sides 
of (A3) from X o to 00 we find 

X[b~_ 2iboQ(x)]dx. (A4) 

The left-hand side is negative and the right-hand side is 
strictly positive. Therefore, j(k) cannot have zero for 
Imk < O. 

APPENDIX B 

We sketch the proof that the pair (U(x), Q(x» construct
ed in Sec. IlIA from solution of S solves the RIPEP ex
cept for conditions (v) and (vi) of the class [;. First we 
can prove that (U(x), Q(x» satisfies the conditions (i), 
(ii), and (iv) of the class [; and that the pair 
(a+(x, f), a-ex, t» defined from (r, F-,A+,A-) by 

, a2A' a2A' 
a (x,f)=~(x,f)--atr(x,t) 

aA' 
± 2iQ(x) at (x, t), f;, x;, 0, (B1) 

is the solution of the equations obtained by replacing 
rex) by rex) in (3 0 6) and (3.7). Therefore, we have 

a'(x, f) == r(x)a'(x, f) + j'(x)i3~(x, f), f;, x;, O. (B2) 
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Recalling (3.4) and (3.15) we find the partial differential 
equation 

a'(x, t) = U(x)A'(x, f), t;, x;, O. (B3) 

Equations (B3) and (3.4) show that the function j'(k, x) 
defined from (F+, r,A.,A-) by formula (3.2) is solution 
of Eqo (2.1). The limits y(oo) and F'(oo) exist. Therefore, 
P~(oo)j'(k, x) is the Jost solution of (2.1). Writing the 
equality of the Jost solutions of (2.1) (+) and (2.1) (-) 
for k = 0, we obtain 

r(oo)j(O, x) =r(oo)j(O, x)o (B4) 

On the other hand, from the fact that S+(k) (k E R) satis
fies condition 11, one can prove by arguments similar 
to those given in Ref. 14, Sec. 2, that there exist two 
functions j(k) and j(k) (Imk", 0) having no zero for Imk 
'" 0, which satisfy the relation (2.4) and can be written 
in the form 

j'(k) =Fo+ l~b'(t)exp(-ikt)dt, Imk'" 0, (B5) 
° 

where b'(t) is a real integrable function. By using prop
erties of Fourier transforms and relations (2.4), (3.1), 
and (B5) one can easily show that wet), b-(t)) is solution 
of the equations deduced from (3.6) and (3.7) by putting 
x = 0 and replacing reO) by F~. The equality of reO) 
and Fo, which follows from (3.10) and (3.18), implies 
the equality of A'(O, t) and b'(t), and therefore 

j'(k, 0) =j'(k), Imk '" o. (B6) 

The assumption S+(O) = 1 and the equality (2.4) show that 

j(O) = j(O). (B7) 

It follows from (B4), (B6), and (B7) that P'(oo) = 1, so 
thatr(k,x) is the Jost solution of (2.1), r(k) is the Jost 
function, and the input function S+(k) (k E R) is the scat
tering matrix of the constructed pair (U(x), Q(x» which 
satisfies the conditions (i), (ii), (iii), and (iv) of the 
class [;. 

APPENDIXC 

We prove that condition ~ implies condition~. Indeed, 
if we assume~, it is clear from (3. 21) and (3. 8) that 
the system Sf has a unique solution (F.,F-,A+,A-). It is 
easy to prove that (f',j, a., a-) defined from (r, r,A.,A-) 
by (3.5), (B1), and (3.4), is a solution of Eqs. (3.6), 
(3.7), and (3.20), so that (B2) is true, the same as the 
equation obtained by replacing F+(x) by j(x) in (3.21). 
We conclude that Eq. (3.9) is satisfied. Equation (3.17) 
with condition y(oo) = 0 is also satisfied for y(x). Starting 
from (B7) and (B5) it is possible to prove that (3.21) 
holds for x = 0 with reO) replaced by F~. Hence the 
equality of reO) and F~ and the equality (3.18). So we 
have proved that ~ is satisfied and that the solutions of 
S' and S coincide. 
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